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Abstract

Shrinkage methods are frequently used to estimate fixed effects. However,
the risk properties of existing estimators are fragile to violations of the underly-
ing distributional assumptions. I develop an estimator for the fixed effects that
obtains the best possible mean squared error (MSE) within a class of shrink-
age estimators. This class includes conventional estimators, and the optimality
does not require distributional assumptions. Importantly, the fixed effects are
allowed to vary with time and to be serially correlated, and the shrinkage opti-
mally incorporates the underlying correlation structure in this case. In such a
context, I also provide a method to forecast fixed effects one period ahead. A
simulation study shows that the proposed estimator substantially reduces the
MSE relative to conventional methods when the distributional assumptions of
the conventional methods are violated, and loses very little when the assump-
tions are met. Using administrative data on the public schools of New York City,
I estimate a teacher value-added model and show that the proposed estimator
makes an empirically relevant difference. An optimized R package, FEShR, to

implement the proposed method is provided.!
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1 Introduction

Linear panel data models commonly include fixed effects to allow for unobserved het-
erogeneity. The fixed effects capture information about heterogeneity that is often
empirically relevant, and thus fixed effects themselves are a parameter of interest in
a number of studies. Following the work of Abowd et al. (1999), the literature on
the analysis of wage differential factors has focused on employer (and employee) fixed
effects in a linear panel specification with wages as the outcome. In the literature on
teacher valued-added (Rockoff, 2004; Rothstein, 2010; Chetty et al., 2014a), student
test scores are regressed on student characteristics along with a teacher fixed effect,
and this fixed effect is interpreted as a measure of teacher quality. Other examples
include the effects of neighborhoods on intergenerational mobility (Chetty and Hen-
dren, 2018), judges on sentence length (Kling, 2006), schools on student achievement
(Angrist et al., 2017), and hospitals on patient outcomes (Hull, 2020).?

Researchers typically estimate a large number of fixed effects, such as one for each
firm in a given economy or for each teacher in a school district. However, the effective
sample size available for the estimation of each fixed effect is relatively small: a single
employer can hire only so many employees, and a single teacher can teach only so
many students. Formally, in the asymptotic experiment, the number of fixed effects
often grows to infinity, but the sample size corresponding to each fixed effect remains
finite. If the researcher uses the least squares estimator—the coefficient on the dummy
variables for the fixed effect units under the corresponding OLS specification—one
ends up with a large number of noisy estimates.

To resolve this problem, applied researchers have used estimators that shrink the
least squares estimator using an Empirical Bayes (EB) method. Such EB estimators
are derived under a hierarchical model. The model assumes that the true fixed effect
is drawn from a normal distribution with unknown moments. These moments are
called hyperparameters. The least squares estimator conditional on the true fixed
effect is also assumed to follow a normal distribution, centered at the true fixed effect
with known variance.® Under this model, the mean of the true fixed effect conditional
on the least squares estimator (i.e., the posterior mean) provides a class of shrinkage

estimators indexed by the hyperparameters. The hyperparameters determine the

2Some of the examples do not strictly fall into a linear panel data setting, but the idea is similar.
3In practice, the variance is unknown and a consistent estimator can be plugged in.



degree of shrinkage, where the least squares estimators with lower variances get shrunk
by less. In the EB framework, the hyperparameters are tuned by maximizing the
marginal likelihood of the least squares estimator implied by the hierarchical model.*
Since the hyperparameters are tuned using the distributional assumptions made in
the hierarchical model, the risk properties of EB estimators are inherently sensitive
to these assumptions.

I provide an alternative shrinkage estimator with optimality properties that do
not rely on such distributional assumptions. Moreover, I allow the fixed effects to
vary with time and to be serially correlated within each unit. While it seems natural
for the fixed effects to vary with time, allowing such time drift in the fixed effects
makes the least squares estimator even noisier, which is possibly one reason such a
specification has not been used often.” The proposed shrinkage method takes into
account the underlying correlation structure, and pools the information across time in
a way that minimizes the risk of the estimator. In particular, the EB estimator used
under the assumption of time-invariant fixed effects is a special case of the proposed
estimator. With the proposed procedure, the data decides whether or not to use this
estimator. In this context of time-varying fixed effects, I also provide an optimal
forecast method to predict the fixed effect one period ahead.

The derivation of the proposed estimator starts from the same hierarchical model
that the EB method employs. However, unlike in the EB approach, the model is
used only to restrict the class of estimators to those defined by the posterior mean.
Once the class of estimators is narrowed down, no further reference is made to any
of the distributional assumptions imposed by the hierarchical model. The hyperpa-
rameters are chosen so that the corresponding estimator minimizes an estimate of the
MSE, which is the risk criteria I use throughout the paper. I refer to this estimate
of the risk as the unbiased risk estimate (URE). The URE estimator chooses the
hyperparameters to minimize the URE.®

I show that the URE converges to the true loss in a suitable sense. This conver-
gence between the risk estimate and the true risk implies the (asymptotic) optimality

of the URE estimator within the class of estimators under consideration. This class

4This is the EB maximum likelihood procedure. Another popular procedure is the EB method
of moments, where the method of moments is used under the same marginal distribution.

°The effective sample size available for estimation of a unit-time fixed effect is roughly 1/7" of
that for estimation of a unit fixed effect, where T is the number of time periods.

6This terminology is adopted from Xie et al. (2012).



includes, for example, the conventional EB methods used in the literature. Also, while
the least squares estimator does not belong to the class of estimators I consider, a
simple approximation argument shows that the URE estimator weakly dominates this
estimator as well. Hence, the URE estimator improves upon estimators used in the
literature.

The optimality of the estimator holds under only mild regularity conditions, and
thus is robust to the distributional assumptions that EB methods rely on. In par-
ticular, the normality assumptions on the true fixed effects and on the least squares
estimator are not required. The normality of the true fixed effect is usually difficult
to justify. For the least squares estimator, normality could be plausible if the sample
size available for a given fixed effect is large enough to make a central limit theorem
argument. However, this is not typically the case. For example, in datasets used
in the teacher value-added literature, many teachers are linked to fewer than fifteen
students.

Another implicit assumption made by EB methods is that the mean (i.e., the true
fixed effect) and variance of the least squares estimator are independent. This rules
out the existence of factors that affect both the true fixed effect and the variance of the
least squares estimator, which can happen, for example, in the presence of conditional
heteroskedasticity. Also, in the teacher value-added model, the variance term of the
least squares estimator for the fixed effect of a teacher is inversely proportional to the
number of the students the teacher has taught. Hence, if there is any relationship
between the number of students in a teacher’s class and the teacher’s value-added, the
EB assumption is violated.” Likewise, this assumption is violated in the employee-
employer matched data setting if bigger firms pay higher wages. The URE estimator
is robust to such violations.

To show the optimality of the URE estimator, I derive new results in a multivariate
normal means setting. This setting has a natural connection with the least squares
estimator. The normal means problem is the problem of estimating the mean vectors
{6;}/_, upon observing y; moP N(6;,%;) with y; € RT and j = 1,...,J. Under
heteroskedasticity, in the sense that ¥; varies with j, no estimator has been shown to
be risk optimal (in a frequentist sense) unless 7' = 1, which has been dealt with by

Xie et al. (2012). Allowing for 7' > 1 and general forms of ¥;, I derive an estimator

"For example, EB assumptions are violated if better teachers are assigned more students and/or
class size affects teaching effectiveness.



that obtains the best possible MSE within a certain class of estimators in this model.
This result can be applied beyond the estimation of fixed effects. In any context with
a large number of parameters and an (approximately) unbiased estimator of these
parameters, my method can be used to reduce the MSE.

Simulation results demonstrate the effectiveness of the URE estimator. While all
theoretical results rely on asymptotic arguments, the URE estimator shows desirable
risk properties even for moderate sample sizes. Across all scenarios with sample sizes
of at least 600, the MSE of the URE estimator is within 10% of the best possible
MSE. Moreover, the results show that the risk reduction relative to the EB methods
can be substantial when the distributional assumptions of the EB methods are not
met. For some scenarios, this reduction is as large as 80%. This reduction comes at
a relatively small price; even when the EB assumptions are met exactly, the risk of
the URE estimator is at most 5% greater than that of the EB estimator.

I use the proposed method to estimate a teacher value-added model using admin-
istrative data on the public schools of New York City. This analysis indicates that
the choice of the estimator makes a significant difference in policy-related empirical
results, and that it is crucial to allow for the fixed effects to vary with time. I revisit
the policy exercise of releasing the bottom 5% of teachers according to the estimated
fixed effects. I find that, relative to the conventional methods, the composition of
released teachers changes by 25% if the proposed method is used and by 58% if the

proposed forecast method is used.

Related literature. There is an abundant literature on the normal means model
starting from the seminal papers by Stein (1956) and James and Stein (1961). How-
ever, the (frequentist) risk properties of James—Stein type estimators in the het-
eroskedastic normal means model have been considered only recently by Xie et al.
(2012). Xie et al. (2012) consider the problem of estimating the univariate, het-
eroskedastic normal means model by minizing a risk estimate. Subsequently, Xie
et al. (2016), Kong et al. (2017), Kou and Yang (2017), and Brown et al. (2018) use a
similar approach in different settings, providing optimal shrinkage estimation meth-
ods. My paper provides an optimal shrinkage procedure for a normal means model
that has not been considered in the literature, using similar URE methods introduced
in such papers. Unlike the previous papers that require tuning at most two scalar hy-
perparameters, here the hyperparameter includes a T' x T" positive semidefinite matrix

and possibly an additional vector of length 7. When T" = 1, the proposed method



reduces to the methods of Xie et al. (2012) and Kou and Yang (2017).

Recently, there has been increased interest in EB and shrinkage methods in econo-
metrics. While the present paper does not use an EB approach in its strict sense,
the class of estimators I consider is inspired by an EB setting. Also, the URE es-
timators fall into the category of shrinkage estimators, though it seems that this
specific form has not been considered in the literature. Hansen (2016) provides a
method to shrink maximum likelihood estimators to subspaces defined by nonlinear
constraints and derives risk properties of the resulting estimator. In a related setting,
Fessler and Kasy (2019) take an EB approach to effectively incorporate information
implied by economic theory. For regularized estimation problems, Abadie and Kasy
(2019) provide a method of choosing the tuning parameter that gives desirable risk
properties. Bonhomme and Weidner (2019) use EB methods to estimate population
averages conditional on the given sample, and Liu et al. (2020) use nonparametric
EB methods to provide forecasts for the outcome variable in a short panel setting.
Armstrong et al. (2020) give robust confidence intervals for EB estimators.

The literature on teacher value-added (Rockoff, 2004; Kane et al., 2008; Rothstein,
2010; Chetty et al., 2014a; see Koedel et al., 2015 for a recent review on the topic)
has fruitfully employed EB shrinkage methods to estimate teacher fixed effects. My
method can effectively estimate teacher value-added without resorting to restrictive
distributional assumptions. Moreover, the value-added is allowed to vary with time.
Chetty et al. (2014a) were the first to allow the teacher value-added to change with
time.® The analysis by Bitler et al. (2019) suggests that it is important to allow
for such time-drifts, and my empirical analysis adds evidence for this potential im-
portance. Gilraine et al. (2020) proposes a nonparametric EB approach to estimate
value-added by using the methods of Koenker and Mizera (2014). By taking this
nonparametric EB approach, they relax the normality assumption on the true fixed
effect and consider a broader class of estimators. This approach complements the

URE methods introduced here, as I discuss in more detail later.

Outline. Section 2 describes the linear panel data model and shows how the estima-
tion of fixed effects is asymptotically equivalent to estimating the mean vector in a
normal means problem. Section 3 defines the URE and the URE estimators obtained
by minimizing the URE. Section 4 establishes the optimality of the URE estimators.

8The estimator used by Chetty et al. (2014a) can be considered as a special case of the predictors
introduced in Section 5.2, under the assumption of equal class sizes.



Section 5 provides two methods to summarize the time trajectory of fixed effects.
Section 6 demonstrates the efficacy of the URE estimators via a simulation study.
In Section 7, I estimate a teacher value-added model using the proposed estimator.

Proof of the main theorems are given in Appendix A.

Notation. Let {IV;;;} be a real (either random or nonrandom) sequence, where
the indices take values j = 1,...J, ¢t =1,...,T, and i = 1,...,nj for any (j,1)-
pair. The following vectors are defined by concatenating the sequence at different

levels: Wi = (Wije, ..., Wa ), Wi = (Wi, ..., Wip)', and W = (W{,..., W3)".
The (j,t)-level average is written W, = nj_tl 27" Wi and the demeaned version of
the sequence is defined Wi, = Wije — Wy

Let ||-|| denote the Euclidean norm for both vectors and matrices (i.e., the Frobe-
nius norm in the latter case). For any matrix A, (A);; denotes its (4, j) entry and
o, (A) its kth largest singular value. By definition, o1(A) is the operator norm of the
matrix A. Likewise, A\z(A) denotes the kth largest eigenvalue of a square matrix A, so
that o (A) = Ap(A) for all k£ when A is positive semidefinite. Let k(A) = o1(A)/ox(A)
be the condition number of any k x k matrix A. For two real symmetric matrices
A and B, I write A > B to denote that A — B is positive semidefinite, with strict
inequality meaning that A— B is positive definite. For any d € R*, let diag(d) denote
the k£ x k diagonal matrix with diagonal elements d. The set of positive semidefinite

k x k matrices is denoted by S;", and the k x k identity matrix is denoted by Ij.

2 Fixed effects and the normal means model

2.1 The linear panel data model

I consider the following linear panel data model,
Yije = XijuB + aji + €t (1)

where t = 1,...,T, j =1,...J, and for each (j,t) i = 1,...,ny. Here, {(Yy, Xi;;)}
denotes the observed data, ¢;;; the idiosyncratic shock, and a;; the time-varying fixed
effect which is the object of interest. Typically, ¢ is some individual level, j group
level, and ¢ a time dimension. The time-varying fixed effect for j, oj := (aj1,... 1)

is assumed to be independent across j but is allowed to be serially correlated. For



the idiosyncratic error terms, assume £; = (€;1,...,&;7)" is independent across j and
with a;, and denote its variance matrix by ;. The variance matrix X; is assumed
known, and in practice a consistent estimator is plugged in under suitable conditions,

which does not affect the asymptotic properties.

Remark 2.1 (7" = 1). For a special case, consider 7' = 1 and omit the time subscripts.
Then, interpreting 7 as “time,” the model simplifies to
}/;j = Xlljﬂ + Q; -+ €ij;

which is the canonical panel data model indexed by individual and time. Hence, the

setting in consideration includes this canonical panel model as a special case.

Example 2.1 (Teacher value-added). In the teacher value-added model, j corre-
sponds to teacher, ¢ to school year, and 7 to a student assigned to teacher j in school
year t. The outcome variable Y;;; is a measure of student achievement (e.g., test score)
and X,j; is a vector of student characteristics. The fixed effect j; is the value-added
of teacher j in year ¢, and is considered a measure of teacher quality. I use this model
as a running example throughout the paper. For this example, I further assume that
gij¢ 1s 1.1.d across all i, j, and ¢ with variance o2 so that ¥; = o2diag(1/nj1, ..., 1/nr).
See Koedel et al. (2015) for a recent review on the literature, including a discussion

on specification issues.

There are numerous other examples that fall into this framework. In the widely
used wage determination model first introduced by Abowd et al. (1999), j corresponds
to employer, t to year, and ¢ to employee. In this model, an employee fixed effect is
typically included as well. The outcome variable is log wages and the employer fixed
effect captures the wage differential due to the employer. In a different, but related
setting used in the analysis of neighborhood effects on future economic outcomes by
Chetty and Hendren (2018), j corresponds to either commuting zone or county. Here,
the outcome variable is some measure of future economic outcome, and the fixed effect
captures the effect of the neighborhood one resides in during her childhood to future
economic outcome.

All asymptotic arguments are as J — oo with 7" and nj; fixed. This captures the
common situation where the number of fixed effects to be estimated is large (J — 00),

with observations for each fixed effect unit being relatively small (n;, remains fixed).



In the teacher value-added model, this corresponds to the asymptotic experiment
where the number of teachers grows to infinity, with the year dimensions and students
per teacher fixed. I assume that a consistent estimator B of 3 is readily available,
which is easy to obtain under standard assumptions such as strict exogeneity (see,

for example, Wooldridge (2010) for a textbook level discussion).

2.2 Connection with the normal means model

Let @, denote the least squares estimator for the fixed effects, which can be obtained
by taking the coefficients of the (j, t)-level dummy variable” in the corresponding OLS

specification:
N o~ , ~ B B B
Qje =Yy — X8 =X (B—B) + aje +Ejr = aje +Ej + Op(J 1/2),

To see the connection between this estimator and the normal means model, note that
a; —4 a;+&; for each j < J. Further assuming that ; follows a normal distribution

(with variance matrix X;), I have (o; +&;) |aj ~ N(e;, ;) so that
&j’Oéj ~ N(Oéj,Zj), (2)

approximately. I note that under a mild boundedness condition on Xj;; that ensures
sup,||X;|| = O,(1), such convergence is in fact uniform over j. This is because, by

Cauchy-Schwarz,
P(sup, [, — a; — 5 > <) < P(I1F - llsup, | % > <).

This shows the natural connection between the estimation of fixed effects in a
linear panel data model and the estimation of the means in a (multivariate) normal
means model. Note that even if €, is homoskedastic so that var(e;;;) = o2, the
variance term of the aggregate term is var(g;;) = 02/n;; so that heteroskedasticity is
present due to the different cell sizes, n;;. Under such heteroskedasticity, it has been
noted by Xie et al. (2012) that EB methods do not enjoy the many risk properties

that they do under a homoskedastic setting, where the EB estimator is essentially the

“When JT is very large, running an OLS regression with dummy variables is computationally
inefficient, and thus standard statistics software that deal with large number of fixed effects do not
estimate the fixed effects this way. However, I use this explanation due to its intuitiveness.



same as the James-Stein estimator.
Due to this connection, I now consider the problem of estimating the mean

vectors under a multivariate normal means model. The problem is to estimate

0 = (01,...,0)) after observing the data {y;}7_, where this is generated according
to
indep
yilo; "~ N(6;,%;), (3)
for j = 1,...,J with y;,6; € R'. The variance matrix X; € Sf is assumed to

be known. This has the exact same structure as the asymptotic approximation of
the least squares estimator as seen in (2), with the data y; being the least squares

estimator and 6, the true fixed effect.

3 URE estimators

3.1 Class of shrinkage estimators

The URE estimators will be shown to be optimal within a class of shrinkage estima-
tors, that nests commonly used estimators. The class of estimators corresponds to
the Bayes estimators under a hierarchical model. The hierarchical model postulates
a Gaussian model on the true mean vector (true fixed effect), which I refer to as a
second level model, on top of the Gaussian model on the data (least squares estima-
tor). I emphasize that both normality assumptions are used only to derive the class
of estimators.

Consider the second level model
iid.
0; ~" N(u,A), (4)

where the location vector € R” and the variance matrix A € S} are unknown
hyperparameters to be tuned. The restriction one imposes on A incorporates the
prior knowledge on the underlying covariance structure. I denote by £ C Sf the set
that reflects this prior knowledge. As a practical matter, this reduces the dimension
of the optimization problem that one must solve to obtain the URE estimators. For
example, when 6; is believed to be covariance stationary, one can take £ as the set of
positive semidefinite Toeplitz matrices. This reduces the dimension of A to T from
T(T + 1)/2 when A is left unrestricted.

10



The second level model (4), together with the normal means model (3), gives a
hierarchical Bayes model. By standard calculations, the Bayes estimator of 6; under

this model is given as

0;(11, A) == E[0]y] =n+ AN+ 2" (y; — )
= (Ir = AMA +35)71) o+ A(A +25) My

Analogous to the univariate case, I refer to A(A + X;)~! as the shrinkage matrix.
It can be shown that the largest singular value of the shrinkage matrix is less than

bl

1, justifying the term “shrinkage.” As in the univariate case, noisier observations
get more severely shrunken in the sense that ij < ¥, implies o, (A(A + X;)71) <
o (A(A + ij)_l) forall t =1,...,T. The shrinkage occurs towards the mean of the
second level model, pi. In the literature, this is frequently set to 0 after demeaning the
least squares estimators, but this is not necessarily the best choice for URE estimators

despite the demeaning. I come back to this issue later.

Example 3.1 (Independent case). If A = Al and ¥; = diag(c7,,...,077), then the
tth component of gj(u, A) is given as

] A n A
Ntoz )TNt

which is the form of shrinkage estimators'’ used in the literature (Rockoff, 2004;
Chetty and Hendren, 2018; etc.), with a specific choice of A and p. Moreover, when
p = 0 and ajz-t does not vary with j, an appropriate choice of A\ in fact gives the

James-Stein estimator.

Example 3.2 (T = 2). To gain some intuition on how the correlation terms of the
second level model affect the form of shrinkage, consider the case where T' = 2 with

o= (7 0 Y and A = (M M) and s set to 0. Write g = (Y51, yj2)" and
j 0 0% Mhap A3 ) a ' br T M b

10More precisely, the estimators used in the literature take this form without the time-varying
component, and thus everything is aggregated at the j level so that the subscript ¢ disappears.

11



0; = (0;1,60,2)'. The estimator /9\]-(0, A) can be explicitly calculated as

AA+55) Ny

1 A2(A\3 + 0?2) — A2\2p? >\1)\200]2-1 "
(A2 +02)(A3+0%) — A2A3p2 A depo, AN} +02) — A2 )

Hence, the estimator for 0;; is

A2 (N2 + 032-2) — A\3p? o )\1/\2p0321 y
il 2.
AT+ 02)(A3 +0%) = XA (A +03) (A + 05,) — AfA3p? ™

The coefficient on y;; is positive and decreases in |p|; one uses less of the information
from y;; as the information from ;o increases. The absolute value of the coefficient
on y;2 increases with |p|, and thus using more of y;» when there is more correlation.
Both coefficients are smaller than 1 in magnitude. Furthermore, the Euclidean norm
of the coefficients (as a vector in R?) is smaller than 1, showing that the estimator is

indeed a shrinkage estimator.

Example 3.3 (Perfect correlation). Let 1 denote the T-vector with all elements equal
to 1. Consider the case where A = A11’, which is essentially assuming 6, is equal
across t. Let ¥; = o?diag(1/nj1,...,1/n;r), which corresponds to the linear panel
data model with idiosyncratic errors that are homoskedastic and uncorrelated across
time. Denote the teacher-level sample size by n; = Zthl n;. In this context, the

~

estimator 6(0,A) is given as

—1 —1 —1 —1 —1
ALL(E5 — 5571 (1A + 1'8571) 7 S5 )y,

g EUES
LA+ 320 njef o

A 1 «
o?/n;+ A\ n; = adit |

where the first equality follows by the Woodbury matrix identity.

Note that % Zthl njy;e s a weighted mean of the least squares estimators of
teacher j, and thus is essentially the least squares estimator for the teacher level fixed

effect without time drift. This is exactly the estimator used in the majority of the

12



teacher value-added literature with an appropriate choice of A\.'' In the proposed
method, whether to use this estimator or not is determined in a data driven way,

depending on whether this choice of A indeed minimizes the risk.

To better understand the operation the shrinkage matrix performs to the data,
let UDU’ denote the spectral decomposition of Z;l/ QAE;U 2, the signal-to-noise ratio
matrix, with D = diag(dy,...,dr). For simplicity, consider the case with p = 0. It

can be shown that

~

0;(0,A) = A(A + )7y, = 22UD(Ir + D)'U'S; Py,

Here, the last 2]-_1/ ? term simply standardizes the data, y;, and the first Zjl-/ ? term
brings it data back to its original scale and direction. The UD(Ir + D)~'U’ term
captures the direction and degree of shrinkage. Specifically, U’ rotates the stan-
dardized data Ej_l/ Qyj in the direction of the eigenvectors of the signal-to-noise ra-
tio matrix, D(I7 + D)~! shrinks this rotated data according to the eigenvalues of
the eigenvalues of signal-to-noise ratio matrix, and finally U rotates the data back
to its original axes. Note that D(I7 + D)™ ! is indeed a shrinkage term because
D(Ir + D)™ = diag(dy/(1 + dy),...,dr/(1 + d7)) and d;/(1 + d;) € [0,1) for all
t < T. Since both U and D(Ir + D)™! depend on A, the choice of A determines the
direction and magnitude of shrinkage. This is in contrast with the univariate case,
where tuning A just determines the magnititude of shrinkage.

One class of shrinkage estimators I consider is g(u, A) = (01 (p, A, ... >§j(ﬂ, A)Y,
indexed by the hyperparameters (u, A). This class of estimators includes the con-
ventional EB methods, where one proceeds by substituting an “estimator” (ZF8, AFB)
for (u,A). This is done by using the marginal distribution of the data implied by
the hierarchical model, y; P N (e, A + %), either by maximum likelihood or the
method of moments. I denote the EB maximum likelihood estimator (EBMLE) by

9EBMLE — 9<ﬁEBMLE’AEBMLE) where (IEEBMLE7 AEBMLE)

is tuned by maximizing this
marginal likelihood. I also consider another larger class of estimators where each y;
is shrunk toward a different location for each j, where this location depends on some
auxiliary data. This extension is useful when one has additional covariates that can

explain y;. In the teacher value-added model, this is the case when teacher level

HGuarino et al. (2015) provides a review (and evaluation) of the shrinkage methods used in the
literature.

13



covariates are available.

The risk of an estimator 8 of 6 is measured by the compound MSE,

where the term “compound” highlights the fact that risks across the independent
experiments are aggregated.'” While I consider only the unweighted case for expo-
sitional reasons, all results go through under the weighted compound MSE as long
as the weights satisfy a mild boundedness condition, as shown in Appendix C. In
Section 5.1, I consider a special case of such weights that has admit an intuitive in-
terpretation. The expectation Ey is evaluated at 6, and the subscript 6 is omitted

unless ambiguous otherwise.

3.2 Risk estimate and URE estimators

Given the risk criterion, an optimal yet infeasible way to tune the hyperparameters is
by minimizing the risk. Of course, this is infeasible because the risk function depends
on the true mean vectors, which are unknown. I take an approach of estimating the
risk, using Stein’s unbiased risk estimate (SURE), and choosing the hyperparameters
by minimizing this risk estimate. The idea of minimizing SURE to choose tuning
parameters has been around since at least Li (1985). The approach has been taken
recently in, for example, Xie et al. (2012, 2016), Kou and Yang (2017), Brown et al.
(2018), and Abadie and Kasy (2019).

To obtain a risk estimate, consider the following unbiased risk estimate which is

~

the SURE formula applied to the estimator 6(u, A),

URE(p, A)
J

% ‘ (tr(2;) — 2tr((A +55)7'82) + (g5 — ) [(A 4+ 35) "3 (A +35) M (y; — )

J

where I define the summand as URE; (i, A). It is easy to show that EURE(u, A) =

-~

R(0(u, A),0), and thus URE(u, A) is indeed an unbiased estimator of the true risk.
While SURE applies to any estimator that takes the form y; + g(y;) with g being

12This term originates from what Robbins (1951) referred to as the “compound statistical decision
problem” in the context of a simple normal means problem.
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weakly differentiable, normality of y; is crucial for the unbiasedness to hold for all
such estimators. However, the function g corresponding to é\(u, A) is in fact a simple
affine function, so that the unbiasedness can be established by a simple bias-variance
expansion. Accordingly, the unbiasedness of URE(u, A) holds without any distribu-
tional assumptions on y;, apart from the existence of second moments.

Clearly, unbiasedness itself will not guarantee that the estimator obtained by
minimizing the risk estimate has good risk properties. In the next section, I show
that URE(y, A) is in fact uniformly close to the true risk, in the sense that minimizing
this risk estimate is as good as minimizing the true loss, asymptotically.

I propose three shrinkage estimators that are closely related but differ in the
location to which they shrink the data. The estimators are introduced in increasing
degrees of freedom. All three estimators are obtained by minimizing a corresponding

URE, and thus I refer to such estimators as URE estimators.

Grand mean. The first estimator, which is the simplest, takes y =79, := %ijl Yj
and thus shrinks the data toward the grand mean. The grand mean is an intuitive
location to shrink to, and by fixing a value for p this method effectively decreases the
dimension of the hyperparameters. In the context of fixed effects, if the least squares
estimators are demeaned for each time period, it follows that 77, = 0. Hence, the
estimator shrinks the data toward the origin. Most shrinkage estimators used in the
teacher value-added literature shrink the least squares estimator toward the origin.

Formally, this estimator is defined as VRE™ := §(77,, AURE™) where

AUREm . argmin URE(y,, A).
AeL
General location. The second estimator leaves p (almost) unrestricted and chooses
the location by minimizing the URE. For theoretical reasons, it is not possible to
allow for any u € RT as the centering location. The hyperparameter space for p
must be restricted so that a certain boundedness property holds. Following a similar

idea used by Brown et al. (2018), I restrict u to lie in

My ={peR: | < a—-({lypel}/y) fort =1,...,T},

where ¢1—;({|y;¢|};—,) denotes the 1 — 7 sample quantile of {|y;¢|}7_,."" T recommend

13See, for example, Chapter 21 of van der Vaart (1998) for a formal definition.

15



choosing a small 7, such as 7 = .01. This restricts the centering term, component-wise,
to be somewhere smaller than the 99 percentile of the data in terms of magnitude.
I argue that this restriction is reasonable, because it seems rather hard to justify
shrinking the data toward a point where there are almost no observations. In fact,
this constraint is never binding in any of the simulation iterations reported in Section
6. This URE estimator that shrinks towards a general location, HURE.g , 18 defined as

§URE,g _ é\(AURE KURE,g)

m , where

(ﬁURE’ KURE’Q) = arg min URE<M7 A)
HGMJ,AGL

Linear combination of covariates. The last estimator can be used in the presence
of additional data, Z;; € R* that is thought to explain 6;;. In the linear panel data
model, these are exactly the covariates that could not be included as explanatory
variables because of the (7, t)-level fixed effects. Write Z; = (Z;1,..., Zjr)". 1 consider
the estimator that shrinks the data toward Z;7,

05 (7, A) = (Ir = AN +35)7) Ziy + AA + 55) 7y,

where now v and A are hyperparameters to be tuned.'* I denote by é\cov(fy, A) the
JT vector obtained by concatenating é\;?o"(%/\) for j < J. Define URES™(vy,A) =
URE;(Z;7,A) and the compound risk estimate URE*" (v, A) = & Z}]:1 URES™ (v, A).

Then, the estimator is defined as §UREcov = geov(FURE AURE.cov) " ywhere

(FURE RURE<ov) = arg min URE™ (7, A).
~y€l 5, AEL

Again, I'; is a hyperparemeter set that incorporates restrictions to ensure that URE

approximates the true loss well:
Ly={y e R": 7]l < BIF°**|},

where B is a large constant that does not depend on J, and 7°5 is the pooled OLS
estimator obtained by regressing y; on X, i.e., 7O = (ijl Z57Z;) Z;f:l Z3y;-

The idea is to include the intuitive OLS, and potentially coefficients with much larger

14This estimator is the Bayes estimator under a second level model where the 6; is normally
distributed with mean Z;v, i.e., 0;|Z; ~ N(Z;v, A).
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magnitude as well. In simulations, I use B = 10® and this constraint never binds.

Example 3.4 (Teacher value-added). In teacher value-added, teacher (or teacher-
year) level covariates are frequently available. Such covariates cannot be used in
the initial regression due to the inclusion of the teacher fixed effects. However, one
can use such covariates to improve the precision of the teacher fixed-effect estimates.
Frequently available teacher level covariates include, for example, gender, tenure,
and union status of a teacher. Asymptotically, the inclusion of such covariates are
guaranteed to improve the MSE. Furthermore, this improvement does not require
that the true fixed effects are related with the covariates in a linear fashion. These

last two points are made more clear in the next section.

While I only consider the simple case of shrinking toward a linear combination of
the covariates where the linear combination is defined by the same coefficient ~ for
all time periods, the estimator can be extended in a straightforward manner to allow
different coefficients ; € R¥ for each time period ¢. In this case, y; is shrunk toward
(Ziim, -+ Zipyr)'. The optimality property to be shown in Section 4 can also be
extended to this case with only minor modifications.

Another interesting extension of this estimator is to shrink toward a more general
function of the covariates.'” That is, for a function m : R®* — R, one can consider
shrinking to (m(Z;1),...,m(Z;r))’. The linear case corresponds to the choice m(z) =
Z'7. Aslong as the hyperparameter space for m is totally bounded and satisfies certain
regularity conditions, the resulting URE estimator can be shown to optimal in this
more flexible class of estimators as well. In practice, one chooses the hyperparameter
by minimizing the URE over a sieve space that converges to the hyperparameter space

as J — oo.

Remark 3.1 (Choice of the estimator). Under some conditions, the three classes cor-

responding to QUREm QURE.E 4 gURE.cov

are nested. While 7; does not necessarily
lie in M ;, mild regularity conditions on the data ensure that this happens with prob-
ability approaching 1. Also, for an appropriate choice of the constant that defines I';
and including time dummies as covariates, the class of estimators that shrink toward
a general location is nested by those that shrink toward Z;y. Hence, as J — oo,

PURE.cov jg guaranteed to have the smallest risk among the three, according to the

BTgnatiadis and Wager (2020) consider an estimator of the same form for the case where T' = 1,
but with a different focus.
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optimality result given in the following section. However, this does not guarantee
that this is the case in finite samples, and this estimator requires additional data.

PURE.cov if covariates are available, PUREs if

As a rule of thumb, I recommend using
covariates are unavailable and one has at least a moderate sample size (simulation

results imply J > 200 is enough for T = 4), and URE™ otherwise.

3.3 Computation

The URE estimators involve solving a minimization problem over A € L, along
with possibly an additional hyperparameter that governs the centering term. For
concreteness, I consider the estimator OURE:S and take £ = S;.

The minimization problem that must be solved is

inf  URE(y, A).
AEST ueM,
For a fixed A, minimization with respect to p is a quadratic programming program
with bound constraints, which is a well understood problem with a number of efficient
algorithms readily available. Hence, to utilize this quadratic structure with respect to
u, I profile out p by solving this quadratic programming problem. Writing p*(A) :=
inf, URE(u, A), the problem is to now solve

inf URE(u*(A), A).
AeST

This is a nonconvex optimization problem with nonlinear constraints, where the non-
linearity of the constraints is due to the restriction that A is positive semidefinite. I
transform this to a unconstrained problem by using the Cholesky decomposition by
defining f(L) := URE(u*(LL"), LL') and minimizing f over all lower triangle matrices
L (i.e., over RT(T*+1/2) 16 Using Quasi-Newton methods such as the BFGS algorithm
works well on this transformed problem, finding the minimum within reasonable time
without being sensitive to the initial point.

Each evaluation of the objective function involves calculating the inverse of (A +

3;)7! for all j. That is, each evaluation involves inverting a 7' x T' matrix J times,

16T note that this is not a common approach when optimizing over the positive definite cone, S; ,
possibly due to the fact that such transformation makes the problem “more nonlinear.” Nonetheless,
this approach works very well for the current problem.
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which is unavoidable.!” Since even the state-of-the-art algorithms have computa-
tional complexity around O(T%%) for inverting a 7' x T matrix, the computation
burden increases quickly with 7" (and with J, of course, but to a much lesser extent).
Nonetheless, the computation is not an issue for moderately large T'. In the empirical
example with around J = 1,200 and T = 6, calculating HVRES takes around 100

seconds on a single core using the companion R package.

4 Optimality of the URE estimators

I show that the URE estimators defined in Section 3.2 asymptotically achieve the
smallest possible asymptotic MSE among all estimators in the corresponding class.
In particular, this shows that the URE estimators dominate the EB methods, which
has been widely used in applied work. The main step in establishing such optimality
is to show that the corresponding UREs are uniformly close to the true risk. Since I
use an unbiased estimate of risk, this more or less boils down to a uniform law of large
numbers (ULLN) argument. I first establish a simple high-level result for a generic
URE estimator, and verify that the conditions for this high-level result holds for each

of the estimators, under appropriate lower level conditions.

4.1 A generic result

Let ¢ € U denote a generic hyperparameter to be tuned, which can be A, (i, A),

~

or (v,A) depending on the choice of the estimator, and let 6(¢), indexed by 1,
denote the shrinkage estimators in consideration. The hyperparameter space ¥ is

allowed to depend on the observations and to vary with J, as is the case for JURE=®

HURE,cov GURE _ §< {/}\URE) {/}\URE

and . A generic URE estimator is defined as , Where

minimizes URE(¢). As a performance benchmark, consider the oracle loss “estimator,”
0L = §(¢)OL), where
PO = arg min £(6,0(1))).
YeEW
Note that 6°L is not a feasible estimator because it depends on the true #. However,
it serves as a useful benchmark because it minimizes true loss, for any realized 6, and
QOL

thus no estimator can have strictly smaller loss, and risk, than . Hence, I refer to

1"The companion R package, FEShR, efficiently implements all matrix inversions and loops in C++.
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R(#, @\(@ZOL)) as the oracle risk.
The following simple lemma shows that if URE(¢)) is uniformly close to the true

loss in L', then the URE estimator has asymptotic risk as good as the oracle.

Lemma 4.1. Suppose sup,cq [URE(y) — £(6, é\(w))| L. Then,

lim sup <R(0, 9URE) — R(0), 5OL)> <0. (5)

J—00
Proof. By definition of ¢'VRE| I have URE(¢)VRE) < URE(¢°%). This gives
( /\URE) ( HOL)
< (£(6,0""%) — URE(FV™) ) + (URE(GY) - (6,97

221611;\5(9 ,0(¢)) — URE(¢)].

Taking expectations and then taking limsup;_, . on both sides, the result follows

from the L' convergence condition. O]

Remark 4.1. It is worth noting that, under a slightly weaker convergence condition

that requires only convergence in probability, one obtains
Jim P (6(6’, UREY > ¢(g, §OL) 4 5) — 0,
— 00
which is in fact implied by (5). This result shows that loss of the URE estimator

converges to the oracle loss, in probability.

Because the left-hand side of (5) cannot be strictly negative due to the definition
of the oracle, this in fact shows that the asymptotic risk of the URE estimator is the
same as the oracle under the given convergence assumption. Note that the optimality
result is conditional on a true mean vector sequence {6;}52, such that the uniform L'
convergence holds. When establishing the L! convergence for the specific estimators,

I impose conditions on the data {y;}52, that ensure such convergence indeed holds.

4.2 Establishing optimality

All three estimators, UREm GUREe and QURECOY take the form of
0; (s, ) = (Ir = A+ 5) ) oy + A+ 25) My,
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with different restrictions imposed on p;. Hence, the difference between the URE and
the true loss in all three cases can be written as (see (12) in Appendix A.1 for the
derivation)

1< . .

=3 (URE; (5, A) = B35, ) = 0;) B3, 4) = 6)))

j=1

) (6)
(URE( JA) — £(6,0(0, L)) ) —jz A+ 55) 7185 (y; — 6,)) -

An application of the triangle inequality implies that it suffices to show the absolute
values of the first and second terms of the right-hand side converge to zero. Then,
it follows from Lemma 4.1 that the URE estimators obtain the oracle risk for each
class. The first term, which is the difference between the URE and the loss for the
estimator that shrinks toward zero, does not depend on p; and thus is common for
all three estimators. I first show the convergence of this term, and then establish the
convergence of the second term for each estimator.

The following assumption states that y;’s are independent, the fourth moment of
y; is bounded (uniformly over j), and that the smallest eigenvalue of the variance
of y; is bounded away from zero. I write y; ~ (6;,%;) to mean that y; follows a
distribution such that Ey; = 0; and var(y;) = ¥;. The supremum sup; is taken over
all j > 1, and likewise for inf;. Hence, the assumption imposes conditions on the

sequences {E||yj||}]OO and {o7 (2 )}501

Assumption 4.1 (Independent sampling and boundedness). (i)y; P (

(i) sup; Ely;[|* < oo and (iii) 0 < inf; op(%;).

6;,%;),

_]7

This assumption is maintained throughout the paper. Note that normality is not
required. Accordingly, in the linear panel data model, the idiosyncratic terms are
not required to follow a normal distribution. The independence assumption can be
relaxed further provided a law of large number goes through for y’y;. In the case
where X, is diagonal for all j, Assumption 4.1 (iii) boils down to assuming that
var(y;:) is bounded away from zero over j and t. Also, in the case where ¥; = ¥
for all j, the assumption trivially holds as long as ¥ is invertible. I note that (ii)
implies sup; ||| < co and sup; tr(¥;) < oo and that (ii) and (iii) together imply

sup; k(¥;) < oo, which are implications repeatedly used in the proof.
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Example 4.1 (Teacher value-added). In the teacher value-added model, Assumption
4.1 holds if, for example, (a) n < n;; < 7@ for all j,¢, (b) the true fixed effects are
uniformly bounded in magnitude, and (c) the idiosyncratic error term has bounded
fourth moment. Since the class size of any teacher is clearly bounded, (a) is easily
justified. Typically, the unit of teacher value-added is in standard deviation of the
test score, and the test scores are bounded. Hence, as long as the standard deviation
of the test scores for each year is strictly positive, which is always the case, (b) is
satisfied. The existence of the fourth moment of the idiosyncratic error term, (c), is

a mild regularity condition.

The following theorem shows that Assumption 4.1 is enough to ensure uniform

convergence of the first term of (6).

Theorem 4.1 (Uniform convergence of URE(0, A)). Suppose Assumption 4.1 holds.
Then,
sup [URE(0, A) — £(0,0(0, A))| 2 0. (7)
AeST
This theorem establishes uniform convergence over the largest possible hyperpa-
rameter space for A, S, and thus the convergence over any £ C S; follows. Also,
as is clear from the proof, Assumption 4.1 is stronger than necessary. However, I find
this stronger set of assumptions not very restrictive with the advantage of being easy
to interpret.'® The proof essentially boils down to establishing a ULLN argument,
and then verifying uniform integrability to strengthen the convergence mode from
convergence in probability to convergence in L'.* In fact, Theorem 4.1 implies the
asymptotic optimality of the URE method when the centering parameter p is taken
to equal zero. With this result in hand, I now establish the optimality of each of
the three URE estimators by showing that the second term of (6) converges to zero
uniformly in L.
Define the oracle estimators of each class as §°%™ §OL8 and §OL<°¥  which are the

estimators obtained by plugging in the oracle hyperparameters. Specifically, define

18For example, it suffices to assume that the average of E|jy;||* satisfies a boundedness condition
rather than the supremum over such quantities. Hence, the optimality results still hold if the data
and the true mean vectors are indeed drawn from a normal distribution.

9The proof technique used in related papers such as Xie et al. (2012, 2016) and Kou and Yang
(2017), of applying an equality due to Li (1986) followed by an application of Doob’s martingale
inequality do not go through here. The main reason is that the matrix hyperparameter A governs
the direction of shrinkage as well as the magnitude, whereas there is only a scalar hyperparameter
A that determines the magnitude of shrinkage in such papers.
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the optimal hyperparameters as

KOL,m ‘= arg min 5(9, é\(gja A))?
AESH
(MOL7 KOL,g) = arg min 6(9; ‘/9\(”7 A))’ and
(1 A)EM xS

(,{/OL, KOL,cov) = argmin £(6, é\cov(% A)).
(v,A)ET 7 xS

The, the corresponding estimators are defined as

-~ -~

E{OL,m - 6’(@], KOL,m)’ §OL,g — 0(ﬁ0L7 KOL,g)’ and gURE,cov — é\cov(’;};OL’ KOL,COV)‘

Grand mean. This estimator shrinks the data toward %;, which corresponds to
taking p; = 7, in the last term of (6). Hence, the convergence result to be established

1S
1 J _ o Ll

sup |~ Do WAy 6y)] = 0.

Aest =

Two applications of the Cauchy-Schwarz inequality show that the expectation of the
left-hand side is bounded by

2)1/2

The limit supremum, as J — oo, of the first term is bounded by Assumption 4.1 (ii).

L (A 55785y — 65)

(Blig, 1) (Esup,

For the second term, again a ULLN argument can be used to show that this converges
to zero under Assumption 4.1.%

Therefore, under Assumption 4.1, it follows that

lim sup (R(e, AURES) _ R(p, 50%)) —0,

J—00
and thus the URE estimator obtains the best possible risk within the class. In par-
ticular, this class includes the EB methods that shrink to zero after demeaning the
fixed effects, and thus establishes that this URE estimator dominates widely used
estimators.

Furthermore, the URE estimator also can be shown to dominate the unbiased

20T show this in the proof of Theorem 4.2 because the same term appears there as well.

23



estimator, y, which corresponds to using the least squares estimators without any
shrinkage in the context of fixed effects. This is the maximum likelihood estimator
(MLE) when the distribution of y is assumed normal. With some abuse of terminol-
ogy, I refer to this as the MLE even though I am not assuming normality. Because
there is no A € §; such that 5@ 7, A) =y, the MLE y is not included in the class
of estimators I consider. However, a simple approximation argument can be used to

establish the dominance.

~

Suppose there is some sequence AMLE such that 0MXE = (7, AMLE) satisfies
Jim ]R(e, AMLEY _ R(g, )| = 0. (8)
—00

Then, it follows that

lim sup (R(G, aURE) — R(0, y))

J—o0
<limsup (R(Q, 9URE) — R(6), gMLE)) + lim sup (R(Q, GMLE) R(Q,y)) <0,
J—o0 J—o0
where the last inequality follows due to the optimality of 8VRE and the assumption on
OMLE . Hence, finding AMLE that satisfies (8) is key to establishing that PUREm weakly
dominates y. Define D(\) := diag()\, ..., ), and note that for any fixed J,

~

lim R(0,0(7;, D(N))) = R(0,y).

A—00

Hence, there exists A; such that |R(6, @\(@J, D(X\))) — R(0,y)| < +, and thus taking
OMLE — (7, D(\,)) satisfies (8). This shows that shrinking the least squares estima-

tor using the URE method cannot do worse than using the least squares estimator,

which is a property that EB methods do not have.

General location. This estimator shrinks the data toward a general data-driven
location pi, with the restriction that © € M ;. The convergence result to be established
is

1 Ll

J
- ijl (A +55) 718 (y; — 0;)| = 0.

sup 7

(1 A)EM xS

As in the shrinkage to the grand mean case, it follows from Cauchy-Schwarz inequality
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that the expectation of the left-hand side is bounded by

2>1/2

As mentioned earlier, it can be shown that the second term converges to zero by a

T3 (A 55715y — 65)

1/2
(Bsup,en, 1l?)"? (Bsupyes;

ULLN argument under Assumption 4.1, which I show in the proof of Theorem 4.2.
To show that the term Esup,¢ 4, ||l is bounded, note that

T
EsupueMj ||:u||2 = Zt:1 EQ1—T({yJQ~t}3-]:1)

by the definition of M. Hence, it suffices to show E q,_-({y3,}7_,) = O(1) for each

J

t < T. To control the sample quantile behavior of {y7}7_,, I impose an additional

condition. Write ¢;; := y;;—0;: sothat Ecj; = 0and E 5§t = crjzt, where ajzt denotes the
tth diagonal entry of ¥;. Note that ; := sup; 05, < oo by Assumption 4.1. I assume

that the distribution of €;; belongs to a scale family with finite fourth moments.

Assumption 4.2 (Scale family). For each t, €j;/0; ik Fy, for j =1,...,J, where

F, is a distribution function with finite fourth moments.

Note that the assumption is notably weaker than requiring that the noise vectors
gj for 5 = 1,...,J belong to a multivariate scale family, which restricts the joint
distribution across ¢ in a much more stringent way. Here, I instead require that
the error terms belong to a scale family only for each period. It can be shown
that, by Assumption 4.1, the problem of bounding E ql_T({y?t}‘f:l) boils down to the
problem of bounding E ¢1—-({(;¢/0j+)*};—,). Then, by Assumption 4.2, this simplifies
to bounding the mean of the sample quantile of an i.i.d. sample. I use a result given
by Okolewski and Rychlik (2001) to derive a bound on this quantity without having

to further impose conditions on the distribution F;.

Example 4.2 (Teacher value-added). In the teacher value-added example, Assump-
tion 4.2 is satisfied as long as the idiosyncratic error terms are i.i.d across j and have
finite fourth moment. Hence, this assumption is almost always satisfied in teacher

value-added models, or in linear panel data models in general.

The following theorem shows that URE(u, A) is close to the true loss uniformly

over (u, A) € M; x 8} under this additional assumption.
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Theorem 4.2 (Uniform convergence of URE(u, A)). Suppose Assumptions 4.1 and
4.2 hold. Then,
sup  |URE(u, A) — €(0,0(1, A))| & 0.

HEM 7, AEST

Again, by Lemma 4.1, this ensures that 8URE€ asymptotically obtains the oracle

risk, as stated in the following corollary.

Corollary 4.1. Under Assumptions 4.1 and 4.2,

lim sup (R(e, O(AVRE, RURE=)) _ R(g, éohg)) <0.
J—o00

Under homoskedasticity (i.e., ¥; = X for all j < J), the optimal location param-
eter for both the URE estimator and the EBMLE estimator is the grand mean, so
that gURE = EBMLE — % This is possibly one reason why the grand mean has been
frequently used as the centering location in applied work despite the heteroskedastic-
ity.”! However, under heteroskedasticity, which is frequently the case in the context
of fixed effects, weighing the different observations according to the different vari-
ance matrices ¥; (and the hyperparameter A) gives better risk properties. Hence,

it is recommended that one uses YRF# rather than YRF™ unless the sample size is

relatively small, in which case the additional hyperparameters can result in overfitting.

Linear combination of covariates. This estimator shrinks each observation to
a different location, Z;7v, which depends on the covariate. By a similar calculation
given in the case of shrinkage toward a general location, the key step in establishing

optimality is to show

2\ 1/2
) — 0.

S L ZH A+ )78y — 65)

1/2
(Bsup,cr, [712)" (Bsup,es;

Again, the strategy is to show that the first term is bounded and the second term
converges to zero. Due to the presence of covariates, the second term is different from
that of the previous estimators. Define €; = y; —0;. I make the following assumptions

on the covariates.

21 Another plausible explanation is that 3 ; is an EB method of moments estimator for u, though
one can obtain an alternative method of moments estimator with smaller variance by weighting
appropriately.

26



Assumption 4.3 (Covariates).

(i) {(y;.Z;)}]=, is an independent sample with Z; s Py,

(ii) sup;01(Z;Z;) < o a.s.,
(iii) E[e;|Z;] =0 and var(e;|Z;) = %5,
(iv) pz2 == E Z;Z; is nonsingular, and

(v) sup, E[ly;]*2] < o0 as.

Again, the supremums are taken over all j > 1. The independent sampling as-
sumption of (i) is standard. A sufficient condition for (ii) is that there exists some
constant C; € R such that sup;,||Z;|| < Cz < oo almost surely, which amounts
to assuming that the covariates are uniformly bounded. The first and second part
of (iii) are exogeneity conditions for the first and second moments of the noise term,
with respect to the covariates. The full rank condition given in (iv) is standard. The
boundedness condition for the conditional expectation given in (v) is a conditional
version of Assumption 4.1 (ii). Again, the boundedness conditions in (ii) and (v) can
be relaxed to a boundedness condition on the averages of the given quantities.

Note that there is no assumption that states any linear relationship between the
covariate matrix Z; and the true mean ¢; and/or y;. Hence, there is no such thing as
“misspecification” as long as the exogeneity condition (ii) is met. Some specifications
yield better risk properties than others, but as long as time dummies are included in
the covariates with B being sufficiently large, any specification (choice of covariates)

NURE

is guaranteed to improve upon 6°""*# asymptotically.

Example 4.3 (Teacher value-added). In the teacher value-added model, Z;; cor-
responds to teacher-year level covariates. The results here show that, while such
covariates could not have been included in the regression formula, such covariates
can be used to obtain more accurate estimators of the fixed effects. The exogeneity
condition, Assumption 4.3 (ii), is satisfied as long as the covariates are strictly exoge-
nous with respect to the idiosyncratic error terms. This was in some sense already
assumed because independence between the fixed effects and the idiosyncratic error

terms was assumed.

Now, with some abuse of notation, I condition on a realization {Z;}32, and treat
the covariates as fixed. T assume that this fixed sequence satisfies sup; o1(Z ij) < 00,

%ijl Z5Z; — iz, and sup; E[||ly;]|*|Z;] < oo which holds for almost all realiza-
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tions due to Assumption 4.3(ii), (iv), and (v), and the strong law of large numbers.
I directly impose these conditions on the fixed covariates in the following theorem,
with the understanding that such conditions follow from Assumption 4.3. The fol-
lowing theorem shows that the URE is uniformly close to the true loss function over
(7,A) € Ty x 8 under this implied assumption on the covariates, along with the

maintained Assumption 4.1.

Theorem 4.3 (Uniform convergence of URE“" (v, A)). Suppose sup; 01(Z;Z;) < oo,
limj_, % Z}]:1 ZiZ; = pizz2, and Assumption .1 holds. Then,

sup URECOV(% A) — 5(97 é\cov(% A)) £> 0.

’YGFJ,AGS;

Again, invoking Lemma 4.1 gives the following corollary, which states the URE

estimator obtains the oracle risk in this context as well.

Corollary 4.2. Suppose sup; 01(Z;Z;) < oo, limJ_m%Zj:l Z.Z; = piza, and As-
sumption 4.1 holds. Then,

lim sup <R(9, é\cov (/,yURE7 KURE,COV)) . R(Q, 50L,cov)> <0.

J—00

4.3 Discussion on the optimality results

The optimality of the URE estimators requires only mild conditions on the moments
of the data, which is in contrast with the EB estimators that require stringent distribu-
tional assumptions to obtain optimality properties. Recall that y; and 60; correspond
to the least squares estimator and the true fixed effect, respectively, in the context of
fixed effects. The EB estimators are optimal in the sense of Robbins (1964)* when
1) the normality assumptions for both the least squares estimator and the true fixed
effect hold and 2) the true fixed effect and variance of the least squares estimator are
independent.?

The normality assumption on the true fixed effect is typically difficult to justify.
Some evidence on the violation of such assumption in the context of teacher value-

added is provided in Gilraine et al. (2020). The optimality results here are conditional

22That is, the estimator obtains the Bayes risk under the unknown moments of true fixed effects.

23The second assumption regarding the dependence between the mean and variance of the least
squares estimator is more implicit, but can be seen from the fact that the model for the true fixed
effect does not depend on the variance of the least squares estimator.
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on a sequence of true mean vectors that is only required to satisfy a mild boundedness
condition, and does not rely on such specific distributional assumptions on the true
mean vector. The normality assumption on the least squares estimator can be less
concerning because one can resort to a central limit theorem argument if the class size
n;: is somewhat large. However, this is not necessarily the case in many empirical
contexts. For example, there are numerous classes with less than ten students in
the data used in Section 7. The optimality result for the URE estimators imposes
conditions on the moments of the least squares estimator, leaving the distribution
unrestricted.

The independence assumption between the true fixed effect and the variance of
the least squares estimator can be easily violated in empirical settings as well. Since
the variance of the least squares estimator is inversely proportional to the cell size
n;i, the assumption is violated if the fixed effect is related with the cell size in some
manner. For example, if teachers with higher value-added teach more students, or if
the size of the class is related to teaching effectiveness, then such independence is un-
likely to hold. Also, if the idiosyncratic error terms are conditionally heteroskedastic
with respect to some observed covariates that are correlated with the fixed effects,
such independence assumption is again violated. No assumption on the relationship
between the mean 6; and variance X; is imposed in establishing the optimality of
the URE estimators, and thus optimality is guaranteed whether or not the true fixed
effect and the variance of the least squares estimators are independent.

It is worth mentioning that the nonparametric EB literature (Jiang and Zhang,
2009; Brown and Greenshtein, 2009; Koenker and Mizera, 2014) provides an alter-
native method to relax the normality assumption of the true mean, which has been
adopted by Gilraine et al. (2020) to the teacher value-added setting. In the nonpara-
metric EB setting, the distribution of the true fixed effect is remained unspecified
except for certain regularity conditions. This allows for a significantly wider class
of estimators than the class I consider. I view this approach as complementary to
the URE approach for two main reasons. First, with time-varying fixed effects the
nonparametric EB approach involves solving an optimization problem where the ar-
gument is a function of T" variables, which makes computation very difficult for even
moderate values of T'. Moreover, the risk properties of the currently available non-
parametric EB methods still rely on an independence assumption between the true

fixed effect and the variance of the least square estimator and a normality assumption
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on the least squares estimators.

Remark 4.2 (Unbalanced panel). While it has been assumed that the given panel
data is balanced at the (j,t¢)-level, this is rarely the case in empirical applications.
For example, in teacher value-added, only some of the teachers are observed for the
entire time span of the data and others appear only in some of the school years. The
URE estimators and their optimality can be naturally extended to incorporate this

unbalanced case. See Appendix B for details.

5 Summarizing the time trajectory

While the time-varying fixed effects gives more flexibility and contains more informa-
tion, in some empirical contexts it is still desirable to have a scalar quantity for each
7 that summarizes the fixed effect for unit j. For example, in teacher value-added,
a scalar that summarizes the value-added for each teacher is necessary to rank the
teachers. To this end, I provide two methods that give a summary of the time tra-
jectory of the fixed effects: estimating a weighted mean over time and forecasting
the one-period-ahead fixed effects. Again, in the context of teacher value-added, the
former provides a summary of a teacher’s past performance, and the latter provides
a prediction on how well a teacher is expected to do in the following year.

The estimators are derived using a similar idea as in the problem of estimating
the full vectors: restrict the class of parameters using an appropriate model and tune
the hyperparameters by minimizing a risk estimate. The hyperparmeters are tuned
in a way that the MSE of the estimator for the weighted mean/or one-period-ahead
fixed effects are optimal, rather then aiming for the MSE optimality for the problem

of estimating the entire vector.

5.1 Estimating weighted means

The first, more simple way to summarize the time-varying fixed effects as a scalar is
reporting a weighted mean of §; rather than the full vector. Let w = (w1, ..., wr)" €
R’ denote a weight vector such that w; > 0 and Ethl wy = 1 which represents the
weight that is of interest. That is, the parameter of interest is now (w6, ..., w'0;)".
Again, the class of estimators is restricted by postulating 6; N (1, A) on top of a

normality assumption on y;. The posterior mean of w'6; under this model is given
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as E[w'0;|y] = w'é\j(,u,A), which is simply a weighted version of @-(M, A). The loss

function for this class of estimators is given as

J
1 / / / !/ /
7 Z(w 0;(p, A) — w'6;)' (w'e;(p, A) — w'0;)
j=1
1<~ .
:j Z(GJ(/'L7A) 9])/ww,(03 (,LL,A) 6])7
j=1

which is simply weighted versions of the loss function used for the estimation of full
vectors with weight matrix W := ww’. For example, when the interest is in the simple
average over time, one can take w = 1p.

Appendix C provides a URE, URE" (u, A), for this weighted loss function (and
for more general weighted loss functions) and some details on how the URE estimator
derived by minimizing this URE obtains the oracle risk under the class of estimators.
I note that the tuning parameter that is optimal for the full vector estimation is not

necessarily optimal for the estimation of weighted means.

5.2 Forecasting 07

Another succinct summary of the time trajectory is the forecast for the fixed effects
of period T'+ 1. This forecasting problem is of independent interest as well. The
problem is to predict 071 = (61741, .. 074+1) with only the T period data in hand.
The approach is similar to the URE approach taken for estimation problem. I derive
a class of predictors using a hierarchical model, and tune the hyperparameters by
minimizing a unbiased prediction error estimate (UPE). For this reason, the resulting
forecasts are referred to as UPE forecasts.

Consider the second level model §; ~ N(0,A) centered at zero. Here, I consider
the case where the fixed effects are demeaned so that the fixed effects are assumed be
drawn from a distribution centered at zero. Write the block matrices of the tuning

parameter A and the variance matrix ¥, as

A~ Ar Ar_r v o Yjor  jr-r\ [ X i1
Npr A )77 \Zipr Sir Yjt-1 o X
where A_p, ¥; _r and X;_; are (T' — 1) x (7" — 1) matrices. From the property

31



of positive semidefinite matrices, A is positive semidefinite if only if Ay is positive
. . . 1 /

semidifinite and A_p > A _7A7 7.
Here, the hyperparameter space is restricted to some bounded set £ C Sf. A

recommended choice of L is to take

1 J /

for some large number K that does not depend on J. The motivation is that, under
the hierarchical model, % ijl Eyy; = A+ 3 Z;}:l(@ﬂ; +3;), and thus + ijl (o
gives a sense of the scale of A. By multiplying by a large number K, the bound is
made less restrictive. In the empirical application, I use K = 100 and this constraint
does not bind.

The aim is to tune the hyperparameter in a way that it minimizes prediction error
of predicting 071 = (O1741,...,05741)

unbiased estimator of this prediction error is unavailable because we do not observe

. However, the difficulty here is that an
anything for period T'+ 1. Hence, the strategy is to tune the hyperparameters by
considering the problem of predicting 07 = (617, ...,0,7)" using only the first 7' — 1
periods of data. Then, under a suitable stationarity assumption, I extrapolate and
use this hyperparameter to predict 67, .

First, consider the problem of forecasting 6 with only the data from the first T—1
periods. Define y; + = (Yj1,- -, Yje—1,Yjv1,---Yir) and yo = (Y _p,...,y5 ) to
be the vectors y; and y, respectively, with the observations corresponding to period
t removed. The class of estimators I consider is again the posterior mean implied by

the hierarchical model,

E[0;r|y-7] = Ay _p(Ar + 55 -7) " 'yj -1

Define B(A,X_7) = (A_r+X_7)"'Az_7. The performance criterion is the mean
prediction error, E PE(A;T), where

PE(A;T) = 2307 (B S —0) yj—r — Oj7)*.

Ideally one would choose A to minimize PE(A;T). However, this prediction error
depends on the true parameters, and thus this strategy is infeasible. Again, I derive

an estimator of the prediction error and choose A by minimizing this. Some algebra

32



shows (see the first couple paragraphs of Appendix A.4)

E[(B(A, 3 -1)'yj—1 — 0;1)?]
=E[(B(A, 3 -1)yj-1 — yir)?] — Sjr + 2B(A, 55 -1)'Sjr-1.

Therefore, an unbiased estimator of the mean prediction error is given as

J
1
UPE(A) = 5 > (B S-0) yjer — yjr)* — Sjr + 2B(A, 5 1) Sjr 1)

j=1

Define AUPE as the A that minimizes URE(A). The proposed estimator for ;7.1 is
B(AVPE, S 1)y 1.

Remark 5.1 (Estimator of Chetty et al., 2014a). Here, I have been considering
predicting 67 with the first the observations from the first 7" — 1 periods. However,
more generally, one can also consider predicting ¢, with all observations except for
the period t observation. If ¥; = ¥ with ¥ being diagonal, it can be shown that
the A minimizes UPE(A) gives B(A,X_;) = BOLSt which is the OLS estimator of
regressing y;; on y; . Hence, one estimates 0;; with y;’ftBOLS’t, which is exactly the
estimator used in Chetty et al. (2014a).

Recall that the goal is to forecast 67,1, not Or. Hence, the goal is to show that

UPE(A) is a good estimator of the prediction error for the problem of predicting 67,1,

J
1
PE(AT+1) =5 D (B, M; 1) yj 1 = O501)™

j=1
By essentially the same argument made by Lemma 4.1, if

sup [UPE(A) — PE(A; T + 1) 5 0, 9)
AeL

the mean prediction error of the estimator obtained by minimizing UPE(A) obtains
the oracle mean prediction error, which is the mean prediction error of the estimator
that minimizes PE(A; T + 1).

For (9) to hold, a suitable stationarity assumption is necessary. To this end,

suppose that {((6},0;71)' ,Ej)};; is a random sample drawn from the density
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fo .60 L)s- First, since I now treat the mean vector and variance matrices as random,
I impose the following assumption to ensure that the distribution of the mean and
variance parameters is consistent with Assumption 4.1. Let fs denote the marginal

density of 3; and supp(fy) the support of fs.

Assumption 5.1 (Assumption 4.1 with random parameters).
. inde

(i) w;10;,%; "~" (6, %)),

(ii) sup; Effly;]1*16;, 5] < 0o, and

(iii) supp(fs) C {X € 8} : o7 (X) > oy} for some oy, > 0.

To state the stationarity assumption, let fos . and f- y.s_, denote the

179T+1
marginal densities that correspond to (0;,%; r) and ((0 _,,0;741)",%; 1), respec-
tively. The following assumption states that the distributions of (0;,%;_7) and

((93‘,717 6;711)',X;_1) are the same.

Assumption 5.2 (Stationarity). fox , = fe

0" 1.0741) X1+
I emphasize that this assumption does not imply that the observations are mean
stationary or variance stationary. Moreoever, this stationarity assumption on the
joint distribution of the mean and variance does not impose any restriction on the
dependence structure between the two, and thus the corresponding optimality result
does not require independence of the mean and variance of y;.

The following theorem shows that these two assumptions are enough to ensure that
(9) holds almost surely, where the almost sureness is with respect to the randomness

of the sequence {((0},0;741),% )}jo 1

Theorem 5.1. Under Assumptions 5.1 and 5.2,

sup [UPE(A) — PE(A; T+ 1) 5 0,
AeL

almost surely.

6 Simulation results

I carry out a simulation study to assess the finite sample performance of the URE

estimators. I focus on experimenting the performance of the “shrinking to a general
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location” estimator 9URE€ with T = 4 and 7 = .05. The simulation study implies four
main takeaways.

First, the MSE of the URE estimator gets close to the oracle risk with moderately
large sample sizes. Across all data generating processes (DGPs) I have considered,
the MSE of the URE estimator was less than 10% greater than the oracle risk as long
as the sample size J is greater than 600. This shows that while all optimality results
are only asymptotic, the sample size required to reach the oracle is not very large.

Second, there are numerous scenarios were the URE estimator shows significantly
better performance than the EBMLE. This is largely expected, but still the magnitude
is somewhat surprising, because there are cases where the URE estimator reduces the
MSE of the EBMLE by more than 80%. Such improvements are most largest when
there is a dependence structure between ¢; and ;.

Third, the URE estimators perform almost as well as the EBMLE when the DGP
satisfies or is close to satisfying the EB assumption. Even for such DGPs the risk of
the URE is less than 5% greater even for small sample sizes such as J = 100. This
is reassuring, because a concern about robust methods such as the URE estimator is
that they may sacrifice performance too much under more typical assumptions for the
sake of guarding against violations of such typical assumptions (the EB distributional
assumptions in this case). The numerical results show that this is not the case.

Lastly, the URE estimator dominates the MLE, y, across all scenarios by a signif-
icant margin. The MLE is a useful benchmark, because regardless of the DGP, it is
still an unbiased estimator of # and a very natural one as well. However, simulation
results show that it is almost always a good idea to use the URE estimator over the
MLE, when the aim is to minimize MSE.

Figure 1 shows the simulation results for the four main scenarios.In the first
Normal-Normal scenario, the true mean vectors are drawn from a normal distribu-
tion, 0; Fyy N(0,Ir), the variance matrix from a Wishart distribution, ¥; = %ij
where 3; "% Wishart (X, 30) with

1 .75 5 .25
1 .
5, = G ’
1 .75
1
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Figure 1: Simulation results for the four main scenarios. Each plot has a black line
and red lines, which correspond to the MSE of the URE and EBMLE, respectively,
as a fraction of the oracle MSE. The x-axis is the sample size from J = 100 to 1000.
The dotted line is a horizontal line at 1.1 plotted to see when the MSE of the URE
gets within 10% of the oracle.
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and y; PN (6;,%;). This is a scenario where the distributional assumptions for EB
are exactly met. As expected, EBMLE performs well, getting within 10% of the oracle
with sample size as small as J = 100. The URE estimator shows good performance
as well, with the difference in MSE with EBMLE being within 2% across all sample
sizes.

The DGP of the Uniform-Normal scenario is the same as the Normal-Normal
scenario except that 6;,~Unif[0, .5¢], drawn independently across both j and ¢. This
DGP slightly violates the EB assumptions because the mean parameters are drawn
from a uniform distribution rather than a normal distribution, but otherwise satisfies
the distributional assumptions imposed by EB. The result is similar to the Uniform-
Normal case, with the EBMLE performing very well, and the URE estimator showing
a very slightly higher MSE than the EBMLE.

The third DGP is similar to the Normal-Normal scenario except that there is a
group structure and the mean vectors are serially correlated. Specifically, half of the
sample is drawn from the same DGP as in the Normal-Normal scenario, and the
remaining half is drawn from a similar Normal-Normal scenario but with higher vari-
ance and greater mean. Here, we can think of the DGP as giving a small dependence
structure on the mean and variance through the different groups, and thus the EB
assumption is violated. Here, the URE estimator still performs well, getting within
10% of the oracle as soon as J = 400. However, the EBMLE shows MSE significantly
higher then the URE, and has about twice the MSE when J = 103. The blue line cor-
responds to the oracle risk when the correlation structure is ignored and thus restricts
the hyperprameter space to £ = {diag(\1,...,\s) : Ay > 0}.>* Ignoring the possible
correlation inflates the MSE by around 50%, showing the importance of taking such
information into account.

In the last DGP, there are covariates Xj; € R? drawn from a uniform distribution
that affects both ; and ¥;. Hence, here the mean and variance are dependent
through the covariates, which again violates the EB assumption. The mean and
variance are set as 0j; = X},8 + Uy, and X; = D;3D; with Uy B Unif]0, .3] and
Dj; = diag(X},7, ..., Xj7v). Here, the URE estimator still performs fairly well, with
MSE not exceeding the oracle by more than 60% for even smaller sample sizes and
getting within 10% of the oracle when J = 600. However, the EBMLE shows poor

24The mean vectors in the other scenarios are independent across time, and thus this blue line is
not included in the corresponding plots.

37



20
I

&
ﬂ - [
w
31 [ _
P o,
w o | .
— — e
o
w
] .
L .
o
o &
& ,i’ J =100
& e J=1000
o -
T T T T T
0 5 10 15 20

MSE of URE estimator

(a) URE vs EBMLE

Oracle MSE

15

10

&
/‘
J =100
® J=1000
T T T T
5 10 15 20

MSE of URE estimator

(b) URE vs Oracle

Figure 2: Results from all scenarios. The two plots aggregate the simulation results
from all DGPs considered. The left figure is a scatter plot of the MSE of the URE
estimator against that of the EBMLE. The color of the dots show the sample size,
from J = 100 to J = 10? in increments of 100, with lighter indicating smaller sample
size. The right figure is a scatter plot of the MSE of the URE estimator against the
oracle MSE.

performance. It shows MSE twice as large as the MSE of the URE estimator for
J = 100, and is three times larger for larger J. Moreover, if the estimator §URE-ov
is used to incorporate the covariates, the risk can be reduced by more than 60%
compared to PURE.s.

Finally, I show two more plots that gather the results from all DGPs I have
considered. Figure 2a is a scatter plot of the MSE of the URE estimator against the
MSE of the EBMLE. The plot shows that while there are some cases where the URE
estimator shows slightly higher MSE when the sample size is smaller, the difference
vanishes as the sample size gets larger. The majority of the dots lie on top of the
45-degree line, implying that the MSE of the URE estimator is smaller across most
scenarios. Figure 2b is a similar scatter plot but now the y-axis is the oracle risk
rather then the EBMLE risk. By definition of the oracle risk, there can be no dots on
top of the 45-degree line. While the lighter blue dots are sometimes a little bit away

from the 45-degree line, as the sample size grows larger (i.e., the dots get darker) they
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get close to the 45-degree line. In particular, all dots that correspond to J = 10? are
positioned fairly close to the 45-degree line, showing that the MSE of the URE gets

close to the oracle across all scenarios.

7 An application to teacher value-added

In this section, I use the proposed methods to estimate the teacher effects on student
achievement (i.e., teacher value-added) in the public schools of New York City (NYC).
The literature on teacher value-added have used shrinkage methods extensively due to
the nature of the data in this setting—presence of many teachers but only a moderate
number of students per teacher—that leads to noisy measures of teacher fixed effects.
For a thorough review on the topic, readers are referred to Koedel et al. (2015). 1
show that allowing value-added to vary with time and using the URE estimators (and
forecasts) give significantly different empirical results compared to the conventional

approach.

7.1 Baseline model and data

I use a standard teacher value-added model specified as the following simple linear

panel data model introduced in (1):
Yije = XijB + e + €ije, (10)

where y;; is the (standardized) test score in either english language arts (ELA) or
math and X;;; € R!Y is a vector of student characteristics that includes: previous
year’s test score, gender, ethnicity, special education status (SWD), english language
learner status (ELL), and eligibility for free or reduced price lunch (FL). The results
are not sensitive to which covariates are added and /or interacted with other covariates
as long as previous year’s test scores are included. The only main difference from the
standard models in the literature is the additional ¢ subscript on the teacher fixed
effect aj¢, which allows the teacher fixed effects to vary with time. The idiosyncratic
error term ;5 is i.i.d. across i, j, and ¢ with variance o2, and is independent with all
other times on the right-hand side of (10).

To estimate the value-added model, I use administrative data on all public schools
of NYC between academic years 2012,/2013 and 2018/2019. The data for the 2012/2013
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academic year is used only to extract the information on the students’ test score for
the previous year, and thus I have T" = 6. Importantly, the data includes information
on, among others, student-teacher linkage. As in Bitler et al. (2019), attention is
restricted to 4th and 5th grade students because they are required to take the ELA
(and math) test, and it is easy to link a single teacher to each student for elementary
school students. I carry out the analysis using ELA test scores, but using the math
scores gives similar results. Finally, I restrict the sample to those students whose ELA
teachers were present in all six years of the data. The final data includes J = 1,185
teachers and 174, 239 student-year observations.

Following standard practice in the literature, the coefficient vector is estimated
using a fixed effects estimator, with the only difference being the level at which
the fixed effects are specified. The signs and magnitudes of each component of the
estimate are in line with the results found in the literature (e.g., Koedel et al., 2015
and Bitler et al., 2019). The estimation results are reported in Table 1 of Appendix
D.1.

7.2 Some observations from the least squares estimator

The least squares estimator for the fixed effect, @, is the mean of the residuals
corresponding to teacher j and year t. I estimate the variance of the least squares

2 is the usual estimator for the variance term obtained

estimator by 62 /nj; where o
by dividing the sum of squared residuals by the appropriate degrees of freedom, with
a precise definition given in Appendix D.1. In the vast majority of the literature,
teacher value-added is assumed to be time-invariant, and the least squares estimator
for teacher j in this context can be written as ;o = % S npd? T make two
preliminary observations regarding the least squares estimators that illustrate 1) there
is significant time variation in the fixed effects and that 2) EB methods are unlikely
to be optimal in the present setting.

The variation of the least squares estimators within teacher is large, hinting that
value-added may vary significantly with time. To see this, I decompose the total

variation of the least squares estimator as the variation of within teacher and across

25Strictly speaking, @; is not the least squares estimator the literature has been using, because
here is estimated with fixed effects specified at the teacher-year level, not at the usual teacher level.
The results presented in this section is not sensitive to this difference with the added advantage of
less notation.
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teachers:

A, B 12 (1T B A
7T Z (@5 — @) = 7 Z (f Z(@jt - aj.)2> +t7 Z(aj. —a)? (11)
=1 t=1 7j=1 t=1 7=1
where a; := 1 Zle Qj and @ = 5 Z}]:1 Zle Qj; is the average of the least squares

estimator at the teacher level and across all teachers, respectively. The first term
on the left-hand side can be interpreted as the average variation across time and the
second term as the variation across teachers. Calculations show that the average
variation across time accounts for about 51% of the total variation. This implies
there may be significant time variation in the fixed effects, and thus allowing for the
value-added to vary with time can be a more reasonable specification.?®

The average number of students per teacher in a single year is around 24.5, with
standard deviation approximately as large as 11.7. This large variation in the number
of students per teacher translates to a large degree of heteroskedasticity of the least
squares estimators, which is one of the reasons that EB methods can be suboptimal
(in frequentist sense). Moreover, an OLS regression of the least squares estimator
(@jr) on the corresponding cell size (nj;) show that there is a significant positive
relation between the two variables. This implies that the there may be a dependence
structure between the variance of the least squares estimator and the true fixed effect,

which is another potential violation of the EB assumptions.

7.3 Estimation results and policy exercise

Figure 3a shows the distribution of teacher value-added estimates using four different
estimators: the conventional estimator (EBMLE that assumes that value-added does
not vary with time; green), the EBMLE (red) and URE (black) estimators under
time-varying value-added, and the optimal UPE forecast (blue) based on the UPE.?’
For the URE and EBMLE estimators under time-varying fixed effects, the average
over time within a teacher is used as a summary of the teacher’s value-added, and
the density plot is for this average rather than the estimate for each time period.

Compared to the least squares estimator (black dashed line), the density of the three

26To my knowledge, the paper by Chetty et al. (2014a) is the only one to allow for time-varying
teacher value-added. The recent analysis by Bitler et al. (2019) implies that allowing for time-
variation can be important.

2"The definition of each estimator is given in Appendix D.2.
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Figure 3: Shrinkage results. The plot on the left shows the density of the four different
estimators discussed. The one on the right shows the time trajectory of the average
of value-added estimates for a group of teachers.

estimators excluding the UPE forecast are all more concentrated at the mode, due to
the shrinkage. The density plots show that there is a notable difference between the
conventional method and the estimators that allow for time drifts. Not allowing for
time-varying makes the estimates even more concentrated, and thus the conventional
method gives a distribution more concentrated at the mode.

Moreover, the forecasts generated by minimizing the UPE are considerably more
disperse than any other estimators. This is expected because unlike the other estima-
tors, there is no averaging step in for the forecasts. Note that under the assumption
of the time-invariant fixed effects, the distribution for the forecasts is necessarily the
same as the distribution of fixed effect estimates, because there is no difference be-
tween a teacher’s current or future fixed effect. However, the significant difference
between the blue line and the other lines show that predicting a teacher’s future
value-added by only considering past value-added can be misleading.

Figure 3b shows how the URE estimator shrinks the least squares estimator.?®

28Due to data confidentiality issues, both the least squares estimator and the URE estimator are
averages across a number of teachers. However, the shrinkage pattern is the same for individual
teachers.
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Figure 4: Composition of the bottom 5% teachers under different estimators.

While I use the estimator that shrinks toward a general location, the optimal general
location turns out to be close to zero, and thus the URE estimator can be thought to
shrink the least squares toward an imaginary horizontal line at zero. As is clear from
the plots, the URE estimator does not necessarily shrink each component to zero,
but shrinks a smoothed version of the trajectory toward zero.”” The optimal tuning
parameter AURE hag positive off-diagonal terms, which is in line with positive serial
correlation of the true fixed effects. Hence, the estimates for those years with more
extreme values gets shrink towards the common trend making the entire trajectory
smoother. For example, the least squares estimate for 2016 in the upper plot gets
decreased to while that for 2014 gets increased. In contrast, if one does not take
into consideration the possible serial correlation, then the URE estimator shrinks
the least squares estimator toward zero for each time period, resulting in potential
over-shrinkage. This demonstrates the importance of allowing for serial correlation.
A common policy exercise in the literature (Hanushek, 2011; Chetty et al., 2014b;
Gilraine et al., 2020) is to replace the teachers in the bottom 5% in the value-added
distribution with an average teacher. I revisit this policy exercise with a focus on how

the composition of the bottom 5% teachers changes depending on the choice of the

29Nonetheless, the URE estimator is still a shrinkage estimator in the sense that the Euclidean
norm of the estimator is smaller than the least squares estimator.
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estimator. Figure 4 shows the Venn diagram of the sets of the 60 teachers released
under three different choices of estimators: the conventional time-invariant EBMLE,
URE, and UPE forecasts. By using the URE estimator instead of the conventional
estimator, the composition of the released teachers change by around 24% (14 teach-
ers). Hence, allowing teacher value-added to vary with time significantly changes the
composition of the group of teachers to be released. In contrast, Gilraine et al. (2020)
find that using a flexible nonparametric EB method (under the assumption of time-
invariant value-added) have little effect in the composition of the released teachers.
Hence, allowing time drifts indeed seem to be the driving factor of such change.

In policy settings where future performance of the teachers is more relevant than
the past performance, it is natural to base the decision on forecasts. For example,
if the interest is in maximizing student outcome in the following year, forecasts for
the next period teacher value-added is more informative than a summary of past
performance. When the value-added is allowed to vary with time, one can use the
optimal UPE forecasts in such context. On the other hand, if one specifies value-
added to be time-invariant, past and future value-added are the same by definition,
and thus will release the bottom 5% according to the conventional estimator. The
Venn diagram shows that whether the fixed effects are allowed to vary with time or
not changes the composition of the bottom 5% teachers dramatically, with only 25

teachers (approximately 42%) belonging to this group under both estimators.

8 Conclusion

I develop new shrinkage estimators for the fixed effects in linear panel data models—the
URE estimators. The fixed effects are allowed to vary with time and to be serially cor-
related. The estimators are obtained by shrinking the least squares estimators, where
the direction and magnitude of shrinkage is determined by minimizing an estimate of
the risk. They are shown to (asymptotically) dominate conventional estimators under
mild regularity conditions, and does not rely on strong distributional assumptions as
conventional methods do.

While I focus on estimating the fixed effects in a linear panel setting, I emphasize
that the URE method can be applied to any setting where the empirical researcher
has an approximately unbiased estimator for individual /group-level effects. Such ex-
amples include Angrist et al. (2017) and Hull (2020). While the models considered
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therein are not strictly linear panel models, the researchers derive an unbiased esti-
mator for the group (school or hospital) effects. Such group effects can be shrunk by
the methods introduced here rather then using EB methods to guard against stronger
distributional assumptions.

A natural direction for future work is to make the class of estimators wider with-
out losing tractability in terms of both theory and computation. In Appendix E; I
show how one can extend the semiparametric shrinkage idea of Xie et al. (2012) to
this setting. While the theory is straightforward for this extension, computation is
extremely difficult and thus additional restrictions are necessary. Another possible
method is to consider the class of estimators implied by the nonparametric EB set-
ting, and taking an URE approach to tune the unknown (nonparametric) distribution
of the true fixed effect. This an open problem that is yet to be solved even in the
case where T' = 1. Such extensions will make the optimality result to hold over a
significantly wider class of estimators, further improving the risk property of the URE

estimators.
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Appendix A Proof of main theorems

A.1 Proof of Theorem 4.1

The difference between the URE and the loss is given as

~

URE(M? A) - 6(97 9(”7 A))

J
> (URB 1 M) @08~ 0, B 0) — 0,)).

Expanding the summand of the second line gives

URE; (11, A) = (8;(1, A) = 6;) (8;(11, A) = 6)
=tr(2;) — 2tr((A + X;)7'%%)

+ (g5 — ) [(A+2) 782 (A+35) 7 (y; — )

—(y; = 0; = Z5(A+35) "y — ) (y; — 0 — Si(A+35) " (y; — )
=tr(X;) — 2tr((A +35) 7' %5) — (y; — 0;) (y; — 6))

+2(y; — 1) (A +25) 7155 (y; — 65)
=yiy; — 050; — tr(5;) — 2t (AN + 25) " (y;0; — w505 — %))

— 2 (A + %) 7155 (y; — 0y).

(12)

Taking p = 0, I obtain

URE;(A) — (6;(A) — ;) (6;(A) — 6;)
=yiy; — 0:0; — tr(3;) — 2tr(A(A + 35) (v — y05 — ),

where, for simplicity, I write URE;(A) as a shorthand for URE;(0, A), and likewise

o~

for URE(A) and 6(A). It follows that

1

sup [URE(A) — £0,800))| =sup | 377 (URE, () 1,6, 5,()

1 J
< |5 = 6, - ()

1

J
= (AN + ) iy — 0 — %)

+ su
Ap J Jj=1

Y
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where the inequality follows from the triangle inequality. I show that each of the two
terms in the last expression converges to zero in L!.
For the first term, because Eyjy; = 050; + tr(X;) for all j < J and y;’s are

independent, I have

J 2 J
1 1
B (3 Sy, — 06 - tr(zj») = 5 > Bl — 018, — (%)
=1

J
1
=75 Z var(y;y;)-
j=1

Therefore, if lim -5 Z}']=1 var(yjy;) = 0, then this term converges to zero in L* and
thus in L'. Assumption 4.1(ii) ensures that this is the case.

For the second term, note that

J
1 _
Sup | > (A + ) iy — vt — %))
j=1
1 J
=sup| - > (I = S5(M + ) )iy — vt — %))
j=1
J
< lZ(y’.y-—é".y-—t (% +sup Ztr (A +325) Ny — ;0 — %))
- J Jj93 Jj93 197 VA J
j=1

=: (), + (II),.

To show that (I), L 0, I again show L? convergence. Because E(yjy; — 0iy;) =
tr(3;) for all j < J and y;’s are independent, it follows that

J 2 J
1 1
( > Wy — by tr@j))) =75 DBy, — Oy; — tx(3)))’
j=1 j=1
1 J
:ﬁ ZVM(Z/}Z/J' - 9}%’)-
j=1

Hence, it suffices to establish that lim;_, 55 ijl var(yjy;—05y;) = 0. The summand
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is bounded by
var(yy; — 07y;) < 2var(yjy;) + 20;5;60; < 2var(yy;) + 2tr(35)[10;]1 %

Hence, if limsup;_,, + ijl(var(ygyj%l—tr(Ej)H9j||go) < oo it follows that (I), Z0.A
sufficient condition for this to hold is that sup; var(yjy;), sup; tr(X;), and sup,||6,]|%,
are all finite, which is true by Assumption 4.1 (ii).

To show that (II), L, 0, define the random function G ;(A) as

Gy(A) = =) tr(Si(A + )y — it — %))

j=1

so that the aim is to show sup,|G(A)] L, 0. T use the fact that convergence in
probability and a uniform integrability condition imply convergence in L. That is, I
show sup, |G ;(A)| 2 0 and that {sup,|G;(A)|},~, is uniformly integrable.

I show sup, |G;(A)| 2 0 by using the results ggven by Andrews (1992).The results
therein require a totally bounded parameter space. However, the parameter space
in consideration, 87, does not satisfy this requirement. This can be dealt with by
an appropriate reparametrization. Let oy, = inf; o7(X;) denote the infimum of the
smallest eigenvalues of J,’s for j > 1, which is bounded away from zero by assumption.
Consider the transformation defined by h(A) = (o5 Ir + A)~!, and write the image
of such transformation as £ := {h(A) : A € SE}. Note that h : Sf — L is one-
to-one and onto, with its inverse given as A~ (A) = A~! — g Ip. For A € L, define
Gy =G, oh™! so that

sup |Gy (A)] = sup |G (b~ (R(A)))] = sup| Gy (h ™" (A))] = sup| G (A)].
AeSt Aest Ael Ael

Hence, showing sup,|Gs(A)] = 0 is equivalent to SupK€Z|éJ(K)| 20, Let Sy
denote the set of all real positive T" x T" matrices. While the choice of metric is
irrelevant, equip Sy with the metric d induced by the Frobenius norm for concreteness.
Note that £ C St. I show that the (reparametrized) parameter space L is indeed
totally bounded. For any A € Z, I have 0 < A < g;[T so that al(K) < ggl.
Moreover, since the largest singular value equals the operator norm and all norms on

St are equivalent, this shows that L is bounded, and thus totally bounded because
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L can be seen as a subset of the Euclidean space with dimension 72.

It remains to show that a) |G (A)| 2 0 for all A € £ and b) G (A) is stochastically
equicontinuous. For a), T can show |G;(A)] = 0 for all A € S instead because for
any A € L, there exists A € S} such that G;(A) = G (A). Now, note that

E tr(3;(A +35) (w0 — y;0; — 55))
= tr(3;(A 4+ 35) " E(yy; — ;05 — 35)) =0,

and y;’s are independent. This gives
EG;(A =% ZEU J(A+3) " (s — i — 55))

I give a bound on [tr(X;(A +X;) " (y;4; — y;0; — ¥;))|. Let UDU’ denote the spectral
decomposition of B /*AY"? with D = diag(d,, ..., dr). Then, I have

1/2 — —1/2
2i(A+2)7t = 22U Iy + D) U'S; 2
It follows that

tr(35(A +35) " (ys9; — y50; — 25))
=tr(S*U(Ir + D)UY ”%%yy—yﬁ’ ;) (13)
=tr((Ir + D)7'U'S; 1/2(%‘% — 0y} — 5,)%;°U).

J

Write H; = X I/Q(yjy] — y;0; — EJ)EJI»/Q, and observe that

‘tr (Ir + D)"'U's} 1/2(%% _yjel — 2 )El/QU)
T

1 /
> g

=1
1 , (14)
T | HUl

~

t=1

Pﬂe

(U H;U)ul

t=1

where the last inequality holds because 0 < 1/(1 + d;) < 1. Let U; denote the tth
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column of the orthogonal matrix U. I have

(U H;U)u| = |ULH; UL < [H; UL < sup  [[H;U|| = o1 (H;),

UERT ||U||=1

where the first inequality follows from Cauchy-Schwarz, and the last equality from
the fact that the operator norm of a matrix is equal to its largest singular value.

Combining these results gives
T2
E GJ S —2 Z E 0'1

Now, to derive a bound for o(H;), observe that

o1 (H;) =o1(S7 2 (ys1f; — 0 — £,)8)%)
<o (5, >al<yjy] yit — ;)1 (5%
</£(E]) o (y]yj 9/ X;).

Since the largest singular value of a matrix is bounded by its Frobenius norm, it
follows that

Ul(yjy} - yﬂ} - %)
<tr((y;y; — vi0; — 25) (y39; — v0; — X))
(v y;)? + Q’yﬂ’ y; + ot tr(3)? — Zy}yjyéﬂj — Qy}ijj + 2«9;-ijj.

Taking expectations yields

E(y;yj)2 + 6’;6’]- Ey;yj + o' tr(%;)? - 2E y}yjy;ﬂj —2E y;Ejyj + 29}2]- Ey;
= var(yy;) + (050, + tr(%;))? + 0560;(656; + tr(3;))

+ot tlr(Ej)2 — 29} E(yjy;-yj) — 29;-2]@ — 204 tlr(Ej)2 + 29;-2]@
=var(y;y;) +2(00;)° + 30;0; tr(;) — 205 E(y;y5y;)
<var(yjy;) + 200511 + 301011 tr(Z5) + 2[160; 1| Ely;]°.
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This shows that if

lim sup— Z (var(yjy;) + 201011 + 3110;17 tr(3) + 2016, E([ly;11*)) < oo,

J—o0
(15)
then |G;(A)] — 0 in L? and thus in probability. Hence, if sup;o1(%;)/or(%;),
sup; var(y;y;), sup;|0;|, and sup; tr(3;) are bounded, the result holds. Note that this
true by Assumption 4.1.

It remains to show that G J(K) is stochastically equicontinuous. 1 do this by
showing that G J(/N\) satisfies a Lipschitz condition as in Assumption SE-1 of Andrews
(1992). Specifically, I show that |G;(A) — G;(AN)] < B,||A — At for all A,At € £
with By = O,(1). Let K, At € L be arbitrarily taken. First, I show that L is convex.
Take any « € [0,1]. Note that al + (1— a)KT is nonsingular because A and Af
are positive definite and the space of positive definite matrices is convex. Then, for
Ay = (@A + (1 — a)AD) ™ — oo Iy, T have h(Aa) = oA + (1 — )AT, which shows that
al + (1-— a)/~U € L. The mean value theorem gives

G(A) — G (A = VG 1 (A%) - vec(A — A),

where VG, (A) := 5 eC(A GJ(A) and A® := aA + (1 — a)AT for some a € [0,1]. This
implies, by Cauchy-Schwarz,

G(R) = Gy (A < VG (A)[]A — AT (16)

where I use the fact that the Frobenius norm of a matrix and the Euclidean norm
of the vectorized version of it are the same. Note that |[VG,(A)| = ||%6J(K>|| by
definition of the Frobenius norm.

By the formula for the derivative of a matrix inverse and the derivative of a trace,

and the chain rule for matrix derivatives, I have

8_/~XGJ(A)

J
1 ~_1,%_ _ ~_ 1
:jZA HAT = gl + 55) 785y — yi0; — S (AT — g lp +35) TTAT

Write the summand in the second line as g; (A). I first derive a bound on oy (g;(N)),
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and use this to bound ||%GJ(K)|| by using the fact that

H(%GJ(K)H < TY2g, (%Gﬂb) < %jilm(gj(?i))

Since the operator norm is submultiplicative, it follows that

a1(g;(A) < (AN A™ — axIr + ) 7201 (S5} — y,0 — 55)).-

I proceed by bounding the two singular values that appear on the right hand side.

For the first term, note that

o (AN AT — oIy + 55) 712
=01 (AN AT — gy + 55) A7)
=01 (I + AV2(S; — o Ir)AY?)72)
<1

Y

where the first equality uses the fact that o;(A)? = 01 (AA’) = 01(A’A) for any matrix
A. The last inequality follows because AY2(%; — gy I7)AY/2 is positive semidefinite so
that 0 < (I + AI/Q(EJ- — opI7)AY2)"2 < I and A < B implies 0,(A) < o1(B) for

any two positive semidefinite matrices A and B. A bound on o (¥;(y;y; — y;0;

is given by

o1 (S5(yys — ;0 — £5)) < o1(S) (s + (Why) 2 (050,)" + 01(55)).

Combining these results, I obtain

) 1
sup | 226 B] <5 36+ a1l +4(5,)
Ael =
J
=27 o) (v + Nl — B + s 1651)
j=1
1 J
+ < 2 (B + 161D + o1 (25))
j=1
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The term in the second line is 0,(1) because

sup; var(o1(5;) (yjy; + [ly; [10;11)) < 2sup; o3 (35) (Elly; [ + 16;]1* Elly;[*) < o0

The term in the last line is bounded as J — oo because the summand is bounded
uniformly over j. This shows that B := supz z[l ;% 2.G5(A)|| = 0,(1). Combining this
with (16) gives

G(R) = G5(AN)] < By|IA — AT,

for all A,A € £ and B, = O,(1), which establishes the desired Lipschitz condition.
This completes the proof for sup, g+ IG(A)] 5 0.
Now, to strengthen the convergence in probability to convergence in L!, I show

that {sup,|G;(A)[},<, is uniformly integrable. A bound on sup,|G;(A)| is given by

LY (S (A 4 3) " () — w6 — %))

J
Zsup |tr (A +35)" (%y] —y;0; — %, ))|

j :
J
T
< 7201“{;)
7=1
T J
<7 > REN Wy + 101yl + 01(55)

<
Il
—

where the last inequality follows from (13) and (14). Let G ; denote the expression in
the last line, and suppose that limsup;_, E@i < 00, which I verify below. Then,
I have sup,; E(sup,|G;(A)])* < oo, from which the uniform integrability follows. It
remains only to show that limsup; _mE@i < oo. By Cauchy-Schwarz, it follows
that

2

and the term in the summand is uniformly bounded over ;7 > 1. This establishes
limsup;_, . E Gi < oo, and thus that {sup,|G;(A)|},<, is uniformly integrable.
This concludes the proof.
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A.2 Proof of Theorem 4.2

All supremums over p are understood to be taken over M ;, though for simplicity I
write sup,,. Observe that, by (12),

sup [URE(s, A) — £(0.6(4, 1))
M

~ 1
< sup ‘URE(A) — (0, 9(/\))‘ +sup | = > WA +35) 78y - 0))] -

A

j=1

Since Theorem 4.1 shows that the first term on the right-hand side converges to zero

in L', it now remains to show

J
Ll
jz (A+2,)71%,(y; — 0;)] = 0. (18)
By two applications of Cauchy-Schwarz, I have
1
ESUp j Z /LI(A + Zj)_lEj(yj — 9])
j=1
J
< Esup||u]| sup | 2; (A+ X)) —0;) (19)
y o\ 1/2
< (Esup,[|u)?)' ESIip 32 (A +3)7'55(y; — 65)

I show limsup,_, ., Esup,|ul|* < co and

2

lim E sup

J—o0

J
jz A+3)71%5(y - 65| =0,

from which then (18) will follow.
Write H;(A) = ||5 Z LJA+3)71;(y; — 6;)]|. As in the proof for Theorem 4.1,
I show (a) sup, Hy(A) & 0 and (b) sup, E (supy, H;(A))**? < oo for some § > 0.

Since (b) is a sufficient condition for {sup, H;(A)*} >, being uniformly integrable,

(a) and (b) together imply sup, H;(A) 0.
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I show sup, H;(A) 2 0 by again using a ULLN argument as in Andrews (1992).
First, to show H;(A) 5 0, it is enough to show E H;(A)?> — 0. Note that

2

J
1
E H,;(A)? = j;A+E iy — 05)
1 J e
= 5 E (ZZ (A+20) " Selye — 60) ) (Z(A + %) 8 (y; — 9]-)>
=1 j=1

k|,_u

E() J(A+25)7 QZj(yj—Qj)>

J=1

tr(S; (A + %,)7°%,%))

<
Il
-

IA
S| -
'Mk‘ /_\

r(%;),

IN
S
-

-+

1

J

where the last inequality follows from von Neumann’s trace inequality and the fact
that o1(X;(A + X;)7?%;) < 1. Moreover, by Assumption 4.1, T have sup; tr(¥;) <
T'sup, 01(X;) < oo, which implies -3 Z}]:1 tr(2;) — 0. This establishes that H;(A)
converges to zero in L?, and thus in probability.

To show that this convergence is uniform over A € S}, by a similar argument
as in the proof of Theorem 4.1, it suffices to show that ﬁJ := Hj o h™! satisfies a

Lipschitz condition, i.e.,
|[Hy(R) = Hy(A)] < By y|| A = AT (20)

for all A, AT € £, where By ; = O »(1). Define A = A~ '+ (3, —oxIr) and AT likewise
with A replaced with Af. Observe that

[y (8) = Hy (AN =115 270 AT S50y = 0011 = 115 270 AT S5 (w5 — 6))ll]

<|IE (A = ATNYS (g — 0))l (21)
<I oA = AN IS5y — 0)]).

/\

where the first inequality follows from the reverse triangle inequality and the second

59



by the triangle inequality and the definition of the operator norm. Observe that

At — A=A AT - A A
=ATN AT AT A (22)
_ AR ATy AL A1
=ATTATH A = ADATTTAT

which implies

o1 (A/j—l - A/}—l) <oy (A/;(—IK—I)O.I (K _ KT)O-l(KT_lg;l)

~ J - (23)
<(supgez o1 (A7 + (8) — axlr))TATH))or (A — AT),

where the first inequality follows from (22) and the fact that the operator norm is
submultiplicative and the second inequality from the fact that o,(C) = o1 (C”) for any
matrix C. Furthermore, I have shown in (17) that o1 ((A~! + (2, — oulr))PATH)? s
bounded above by 1. Hence, I obtain

o1 (A — AT <o (A= AT) < A= AT

where the last inequality follows from the fact that the operator norm of a matrix is
less than or equal to its Frobenius norm.
Plugging this bound into (21), it follows that

[H,(A) = Hy(AT)] < ( ZHE )HA AT

Therefore, it remains to show + Z}]:1”Ej (y;—6;)]| = O,(1) to establish (20). Observe
that

k.lH

i'z
fj (1%

kl*—‘

— Bl ( — 01D+ 5 3 BlIS (5 — 001

Since sup; var([|3;(y; — 6;)|]) < sup; E||S;(y; — ;)| = sup; tr(X;)* < oo the first
term converges to zero in probability by an application of Chebyshev’s inequality.

Also, because sup; E||X;(y; — 0;)|< sup; o1(3;)(Elly;|| + [|0;]]) < oo by Assumption
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4.1, the second term is O(1). This establishes < Z;}:lHEj(yj —0;)|| = O,(1), and thus
sup, H7(A) 2 0.
Now, to show that sup, H;(A) converges to zero in L?, it is enough to show that

{sup, H;(A)?},; is uniformly integrable. A sufficient condition for this to hold is
sup; Esup, H;(A)?**° < oo,

for some § > 0. First, I derive an upper bound of H;(A),

J
1 —1
Hy(A) = j;A+Z S(y; — 6)

1 J

sz a1 (A +35)71%)lly; — 05
j=1
1 J

SjZH% 0,1l
7j=1

where the first inequality follows from the triangle inequality and the definition of the

operator norm, and the second inequality follows because
o1 (A +35) 718502 = 01 (S5(A + ) 728)) = on(Ir + 55 2AS V) < 1

Therefore, I have

1 J 240
Sup Hy(A)**° < (j > My - 9]‘H>
1
J

J
Z ly; — 0;1°*° (24)

where the second inequality follows from Jensen’s inequality, and the last inequality

follows from the triangle inequality and the fact that (a + b)? < 2P~1(a? + bP) for any
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a,b >0 and p > 1. Taking expectations shows that, for any § € [0, 2],

limsup; Esup, H;(A)** < oo,

2

and thus sup; Esup, H;(A)?>*° < co. This concludes the proof for sup, H;(A) 5o,

It remains to show limsup;_, ., Esup,|/u]|* < co. T have

T T
supllpl> = sup Y i =t ({lyel}y).
# t=1

Booy=1

and thus it suffices to show that limsup,_, . Fq%, < oo fort = 1,...,T. Observe that

¢ {lyly=) = a—-{wh ) <a-({263 + 2e3}1)
<2q1—7p2({05,})21) + 2017 2({€5,}7-1),

where the last inequality follows from a property of a quantile that the 1 — 7 quantile
of the sum of two random variables are bounded by the sum of the 1 — 7/2 quantiles
of those two random variables. It follows that ¢1_,/»({63}7_,) < sup; 65, < oo, and

thus it suffices to show that limsup; ., Eqi_»({e},}/_,) < co. I have

QI77/2({5§7¢}}]:1) = C]1fr/2({032't77]2't}}']:1) < QI77/2({5?77J2'15}}]:1> = Efqh/z({nft}f:ﬂ,

where the first equality holds by Assumption 4.2 and the inequality holds because
replacing a?t by 7 makes all the sample points larger, and thus the sample quantile
larger. Define 7 = 2(1 — [J(1 —7/2)]/J), which is the largest 7 < 7 such that
J(1—7/2) is an integer. By a result on the bias of sample quantiles given by Okolewski
and Rychlik (2001), it follows that

var(n?, 1/
Sl}PE Q1—1/2({77]2-t}37:1) < (%) + F7'(1—1/2) < o0,

and q1—,2({n%,}/21) < qi—z/2({n3;}/=1) because 7 < 7. This establishes that Esup,,||u/|* <

0o, which concludes the proof.
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A.3 Proof of Theorem 4.3

By essentially the same calculations given in (19), it is enough to show

limsup E sup ||7]|* < oo, and

J—o0 vel's
2
/ p—
}LIEOESUP ZZ (A3, E(y; —0;)|| =0,
The first line is equivalent to showing
limsup E(327, 7.2,) (3071 Z525) (3071 Zjys) < . (25)

J—00

Simple calculations show that

E(ZJ 1% )(Z] 1Z, )" (ZJ 1Z/Z/J>
=B () + 0)25) (721 Z575) (- 2505 + ¢5)
—(Zj 1052 )(ZJ \ Z525) (Z] 1 250 )+E(Z] = )(Zj \ 2525) (Z; 1 Z5€5),

where the last equality follows because the “cross terms” are zero due to the conditional
mean independence assumption. I show that the first and second term of the last line

is O(1) and o(1), respectively, which in turn will imply (25). Note that

127 605 25) (5 23 25) 7 (21 Z365)l
<o1((5 251 Z3Z) 5 71 25651
<o1((5 3271 Z5Z3) ) (5 i o1(Z)) 1651,

with o4((5 S/ 42)%) > ai(BZ,2)%) and limsip, o § 3 Al <
0o. This shows that limsupJ_m(ZJ 0.7 )(Zj V25 25) (Zj L\ Z50;5) <

J1J

It remains to show E(Zj 1 €5 )(ZJ VZ5Z5) T (ijl Ze;) — 0. Because

(Z] = )(Z] \ 2325) (ZJ 1 Z3€;)
= (7 Z52) (o Zje) (-1 €525))
—tf((zj 25 Z5)” (Z] 12@ | Zi€j€rZ),
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it follows that

E(Y 1 €52)( 5 2325 (X1 Zjey)
=tr((X52 Z525) (52 Yir Z; Eleei) Z0)
=tr((X52 Z525) (521 Z1%525))

—%tr(( Zj 1Z/ )7 (72;‘:1 Z]’.Zij))

Again, note that (& E;-lzl Z57;5)7* = (pz2) %, and

ZZ’Z Z;

lim sup
J—o0

J
< limsup — Z ) < 0.

J—00

This shows that L tr((3>7, Z:Z,)"2(2 Y7, Z%;Z;)) — 0, which concludes the
proof for (25).

To show lim_,o Esup, || 5 ijl ZH(A+%5)755(y;—0;)]1* = 0, T follow the lines of
argument given in the proof of Theorem 4.2 carefully. The main difference is that now
the summand is multiplied by Z}. Write Hz ;(A) := || 2}121 Z5(A+55) 785 (=05
First, I show EHz ;(A)* — 0, which implies Hz ;(A) 5 0. Write o := sup; 01(Z;),
and note that sup; 01(Z;Z}) = sup; 01(Z}Z;) = 5. 1 have

EHyz,(A)? = EII% i1 Z(A+ )71y — 6P

=B Zi(A+ S0) 7 Se(ye — 00)) () Z5(A+ 55) 7' 85(y; — 65))
LB (g — ;)5 (A + X)L Z Z5 (A + )18 (y; — 6)))

J5 2o (S5 (A + )71 Z; Z5 (A + )71 8)

32 2 o1 (S5 (A + 55) 71 Z Z5 (A + 25) 718 ()

Jzz] 1UZ (% )7

IA A ||

| /\

where the second inequality follows from von Neumann’s trace inequality and the last
equality from the fact that the operator norm is submultiplicative and the bound
o1(3;(A + X5)7*%;) < 1. Since sup; tr(X;) < T'sup;01(X;) < oo, I conclude that
= S =107 tr(X;) — 0. This establishes that Hz ;(A) converges to zero in L?, and

thus in probability.
To show that this convergence is uniform over A € S}, by a similar argument as

in the proof of Theorem 4.1, it suffices to show that ﬁ[Z’J =Hyz o0 h~! satisfies a
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Lipschitz condition, i.e.,
|[Hys(A) = Hzy (A7) < B IIA = AT| (26)

for all A, AT € £, where B% 7.7 = Op(1). Define Avj = K*1+(2j —oylr) and A/;[ likewise
with A replaced with Af. Observe that

|Hz.5(A) — Hz,s(AT)]

ZZ’AT ' (y; — )

(27)

i
i

IN

— ANy — 0))

1
J

J
1 _ ~
72 Do (A7 = AT (IS5 — 0)]],

where the first inequality follows from the reverse triangle inequality and the second
by the triangle inequality and the definition of the operator norm.
In the proof of Theorem 4.2, I showed that

oy (A7 — AT < A - AT,
Plugging this bound into (27), I obtain
[Hya(A) = Hyy(AD)] < (5 357 01(Z)11Z5(y; — ) D IA = ATl

Furthermore, I have

Zm s —eu<azZHz

and I have already shown %Z;}:lHZj (y; — 0;)|| = Op(1) in the proof of Theorem 4.2.
This establishes (26), and thus sup, Hz s(A) 2 0.

Now, to show that sup, Hyz ;(A) converges to zero in L?, it is enough to show that
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{sup, Hz.,(A)?}, <1 1s uniformly integrable. A sufficient condition for this is
sup; Esup, Hy ;(A)* < oo,

for some § > 0. An upper bound of Hy ;(A) is given by

J
1 , -~
Hz(A) = jZZj(A+Ej> '%5(y; — 6;)

_ 1
<52~ > llys = 04l

j=1

where the first inequality follows from the triangle inequality and the definition of
the operator norm, and the second inequality follows because o1 ((A + ;) 7'%;) < 1.
Therefore, following (24), T have

J
1
sup Hy (A0 <035 30 25 |+ 2+,
j=1

Taking expectations, I obtain
limsup; Esup, H;(A)* < oo,

for any § € [0,2], and thus sup; Esup, Hz ;(A)*™ < oco. This concludes the proof
for sup, Hz,(A) o

A.4 Proof of Theorem 5.1
I first give details on the derivation of the UPE. Note that

E(B(A, X -1) yj-r — 0;7)°
=E(B(A, % 1) yj—r — yir)* + E(y;r — 0;7)°
—2E[(y;r — B(A, %5 -1)'yj—1) (Y — b57)).

66



The cross term can be written as

E[(yjr — BN, X5 1)y, -7)(yjr — 047)]
=E[(yjr — 07 — BN, %5 1) (yj—1 — 05,-1) + 00 — B(A, 55 -7)'0; 1) (Y7 — b7)]
:E‘]7T - B(A, E],—T)/E],T7—T'

Hence, it follows that

E(B(A, % -7)yj-r — ;7)°
=E(B(A, %) -1) yj—1 — yjr)* — Sjr + 2B(N, 55 1)' S -1,

which shows the UPE is indeed unbiased.

Now, I prove Theorem 5.1. Consider the following bound,

<=
'Mk.

(B(A,Z—1)'yj—1 — yjr)* — Ejr) —

~l =
-MK

(B(A, %5 1) yj,-1 — 9j,T+1)2|

1

<
Il

1

J

(BN, S 1) yj—r — bj1)°

B

, 1
(BN, —1) yj—1 — yir)* — Sjr) — 7

IN
<=
KMN

1

.
Il

1

<
Il

J
1 /
(B(A, % -7)"yj -1 — 057)° — 5 > (BA, S 1) yj1 = bir41)

1 j=1

o (28)

_I_
|
-MK

J

which is by the triangle inequality.

Further calculation gives

(B(A,%5-1)"yj—r — 0;1)°

<l
.MN

1

<
Il

(BN, S —7)yj— — yir + yir — 07)°

k‘Ill)_‘

<
Il
—

(BA, S5 -0) yj—r — yjr)* + (i — 05.0)°)

k|||v—

<
I
—

k‘lH

J
Z yir — B, X5 -1) 'y 1) (yir — br)-
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The cross term can be decomposed as

<=
'Mk.

(i — BN, S5 —1) yj—1) (yir — 05.7)

<
I
-

klllH
AMK‘

(yjr — 0jr — BN, S5 -1) (yj—1 — 05,-1) + 00 — B(A, S5, 1) 0; 1) (yjr — O47)

<
Il
-

&|I| g
H M“

J
1
(ij —0r)’ = 5 > B 0) (51 — 05 1) (yjr — i)
=1

JT B(A 25, T) QJ T)(yJT QJT)

k.l
?Mg

Plugging this into the first term of right-hand side in (28), it follows that

J J
1
7 Z (BN —0)'yj-r — yjr)* — Ejr) — Z (A% -1) yj -1 — 07)?
i=1 i=1
L
< i Z ((yJT QJT) — X T)
j=1
5
+{= > B 1) (41 — 05, -1) (i — O5m) = Sjir 1)
J =

+

J
> B(A, S _1)'0;—r(yr — 017
j=1

<l

2
sl > O0ir(yr — Oir)

=(I), + (II) , + (III) , + (IV),.

The aim is to show that each of the four terms in the last line converges to 0
in L', uniformly over A € £. In fact, I show uniformity over (Ar_r,A_7) € L :=

Lp_7p x L_p, where

ZT,fT = {AT;T S RTil : HAT,*TH < KT’,T}, and
Lop={AreSi:||Arl <K 1}

Here, K71 and K_r are positive numbers large enough so that {Ar_r: A € L} C
ZT,—T and {A_r:Ae L} C L_r, which exist due to the fact that £ is bounded. Note
that A € £ implies (A7,_7, A7) € £, and thus establishing convergence uniformly over
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the latter is sufficient. Note that
sup  ||BAE; )l < sup [[Arrllon((Aor +35-1)7)
(Ap,—7,Ar)EL (Ar,—7,AT)EL
<Kr_ro;' (3 1)
<Kr_r07' (%)),

(29)

where the last line follows because the relationship between eigenvalues of a matrix
and the eigenvalues of its principal submatrices (see, for example, Theorem 4.3.15 of
Horn and Johnson (1990)). In some of the derivations later on, it is useful to make
clear that B(A,X; _r) depends on A only through (A7, A_7). When this fact has
be highlighted, I write B(Aq_r,A_7,%; _r) = B(A,X;_r). Now, I condition all
random quantities on a sequence {((0},0;r11)',%;)};2,. Note that by Assumption
5.1, now I can assume that Assumption 4.1 holds.

To show that (I), converges to zero in L?, and thus in L', note that

2 J

1
<4 > 8(Eyir +05r).

Jj=1

Z Yyjr — 0 _EJT)

Jj=1

kl*—‘

The summand in the last line is uniformly bounded over j, which establishes the
convergence.

Similarly, (III), L2 0 can be easily shown by noting that

2

| [\

J 4
JZ 7(yjr — 0;1) J—Z Yy,

and the summand of the right-hand side is bounded uniformly over j.

To show that supz (II) Ly 0 and supz (IV) L 0, I again use a result by Andrews
(1992), which will establish convergence in probability, and then show a uniform
integrability condition to show that convergence holds in L! as well. Here, I write

supz as a shorthand for sup,, .z .z Istart with (II) ;. For pointwise convergence
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(in L?), note that

2

B Y 1) ((Yj—r — 0j—1)(yjr — Ojr) — Zjr—1)

=
<o
?M&

1

tr(B(A, X5 _7)B(A, X5 ) var((y;—r — 6;—1) (Y0 — 0;1))

[
NS

1

<
Il

o1 (B(A, 5 1) B(A, %5 7)) tr(var((ys,—r — 05 -1)(yjr — 05)))

IA
ks

1

<
I

K} g0’ (%) tr(var((yj—r — 0,—7) (YT — 0;7))),

IA
ks

1

<
Il

where the second inequality follows from von Neumann’s trace inequality and the fact
that oy (xz’) = oy(2'x) = ||z||* for any z € RT™!, and the last inequality from (29).

Moreover, I have

tr(var((y;,—r — 0;—7)(y;r — 0;1)))

S
—

IN

E(yje — 0;1)*(yjr — 0;1)°

4~
Il
—

~
=

IA

(E(yse — 030) (v — 0;7)")"?,

t=1

where the second inequality is by Cauchy-Schwarz. Note that the term in the last
2
line is bounded uniformly over j, which establishes (II); 5 0. Tt remains to establish
a Lipschitz condition. Define
J
2 /
Gs(Ar-r, Aor) = 5 > B 1) (Wi -1 — 05, -1) (yir — 051) — S -1).

J=1

I show that G;(Aq_r,A_r) is Lipschitz in Ar_7 and A_p, respectively, with Lip-
schitz constants bounded in probability that do not depend on the other parame-
ter held fixed, which will establish that G;(Az_7, A_r) is Lipschitz with respect to
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(Ar—r,A_7). Note that, for any Ar_r, KT,—T € ZT,_T,

IB(Ar—r, A_r, % -1) — B(Ar 1, Ao, 55 1))
<|(Ar—r = Ar—p) (8- + Ap) 7Y
<|Ar—r = Ap_pllon(Sj—r + Ap) ™)

<os'|Ar—r — KT,fTH-

(30)

Also, for any A_r, Are L_7, O have

IB(Ar 7, A7, % 1) — BAp 1, A_p, %5 7)||
<A (B + Ar) ™ = (B + Ap) Y|
<Krp_ro1((X; -7+ /\—T)_1 —(3—r+ K—T)_l)

To derive a bound for o1 ((X; -7+ A7)t — (5, -7+ A_7)™1), note that

(Bjr+ M) = (S +A )"
<+ A ) (S + A ) = (Z r+ A ) (S r+ A )™
=S+ A_p) M Ar — A) (S _r+ A_p) L

This implies o1 (X 7+ A7)t — (5,7 + /~LT)_1) < oA r — K,TH, which in

turn implies the following Lipschitz condition,
IB(Az, -7, A7, % 1) = B(Ar, 1, A g, %5 1)| < o5 |Ar—A ] (31)
Now, combining (30) and (31), we have for any (Az_r, A_r), (KT7_T, A_r) €L,

IB(Ar—7. A_r, 1) — B(Ar 7, A_r, 5, 7))
<||B(Ar -7, Aoz, 5 1) = B(Aq_1, Az, 5 1)

+|B(Ar—r, Az, 1) = B(Ar 7, A1, 55 7)) (32)
<o5' |Ar—r — Ap 1|l + o5 Ay — Az |
<(o5' Vo) (A -1 = Ar_r| + [A_r — Az ).

Because ||(Ar_7,A_7)| := [[Ar_7| + ||A_7|| defines a norm on the product space L,
this shows that B(-,-,%; ) is Lipshitz on L.
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It follows that

Gy(Ar_1, A1) — Gy(Ap 7, A_7)]

J
2 N /
=7 Z (A, Ej-7) = BIA,Zj 1)) (Wj—1 — 0j—1)(Wyr — Ojr) — Zjr—1))]
2 ; ~
=7 Z B(A, % 1) = BN, 5 -0) [y -7 — 05,-1) (yyr — 0j7) — X0, -7)|
) 2 < L
<((g5' Vv QEQ)j > N wj-r =65 0) (e — 0;7) = Zim -2 DAz, Az) — (Mg 7, Ap)].
j=1

Hence, now it suffices to show

J
1
i S MW=t = 05—1) (Wir — Oi7) = Sl = Op(1). (33)
j=1

A bound for the left-hand side is given by

<=
,Mk‘

(s, — 05 —7)(yjr — Oj7) — Zjr 7|

1

<
Il

J
1
11 = Os=) (s = )+ (b

1 j=1

S
Mk

<.
Il

M

(||(y] — 0 T)(ij - 9jT)|| - EH(?JJ‘,—T - 0j,—T)<ij - 9jT)||)

<
Il

1

J
JZ El|(yj—r — 0j,—7)(yjr — O0)|| + 250~ |)
J=1

=(A); +(B),-

I show that (A); = 0,(1) and (B), = O(1), from which (33) will follow.

To show (A) ; % 0, it suffices to show that the variance of the summand is bounded
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over j, since then it converges to zero in L?. Observe that

var(||(yj,—r — 0j,—1)(yjr — 0;7)||)

< E||(yj,—T - Hj,—T)(ij - 0jT>||2
T-1

<4 Elysrl® + 1052 ) (el + 1641%) (34)
t=1
T-1

<42 ((Blysr " Blysal) + 1652 Blysal* + 05l Blyrl” + 105217105.),
t=1

where the last inequality follows by Cauchy-Schwarz. The expression in the last
line is bounded uniformly over j, and thus the variance term is as well. Because
Ell(yj—r — 0j—)(yjr — 050)l| < (Bl (yj—r — 0j—7)(yjr — 0;7)*)"/* by Jensen’s in-
equality, this also establishes limsup;_, . (B), < oo. This concludes the proof for
sup£|GJ(AT T, )| —) 0.

Now, I show that the convergence is in fact in L' by establishing uniform integra-

bility of supz|Gs(Ar, 7, A_7)|. To this end, I verify a sufficient condition,

2
sup E (Sup|GJ(AT7_T7 A_T)|) < 0. (35)
J c

First, I bound |G ;(Ar—7,A_7)|. Note that

|GJ(AT T7 >|
2 J
<5 > IBA, S5 -0l -1 — 05, -1) (wir — b57) = Sz, 1)l
7j=1
2 J
<Kr_710); 32 —1)(Yjr — Ojr) — Ejr—1)l,

where the first inequality follows from the triangle inequality and Cauchy-Schwarz
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and the second inequality by (29). Hence, it follows that

Esup|G;(Ar -7, A_p)?
Z

7 2
_ 2
<K7 703 E (j > N Wiz = 05, -0) (e — 6;7) — Zj,T,TH>
j=1
4 J
SK%,_TQij > "Ell(yj—r — 05—1) (r — O57) — Sjr—r |’
j=1
] J
SKI%,fTQX/[Qj (El(yj—1 — 05—1) (wir — 0;0)I” + [1Z5.0.-711%),
j=1

where the second inequality follows from Cauchy-Schwarz. Since I have shown that
the summand in the last line is bounded over j in (34), we have (35). We conclude
that supz|Gy(Ar 7, A_7)]| L.

I follow these same steps for (IV),. I define

J
2
Hy(Ar 1, Ap, %5 1) = 7 Z B(A, 55 -1)'0; -7 (yjr — Ojr).

j=1
For pointwise convergence, note that
var(B(A, X 1) 0 —ry;r) =(B(A, 5 -7)' 05, -7)*Ejr
<IBA, Zj-2) P10, -7

<Kj o005 -1 1755,

where the first inequality follows by Cauchy-Schwarz and the second inequality by
(29). The expression in the last line is bounded over j, and thus H;(Ar 7, A_7, X; _7)

converges to zero in L?.
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Now, I show that H;(Ar_r, A_p, X, 1) satisfies a Lipschitz condition. I have
|Hy(Ar—7. A_z) — Hy(Ar_7, A_7)]

J
Z (A 2-r) — B(A 2 7)) 05— (yjr — 07)]

k.ll\D

IB(A, %5 —7) — BOA, S5 _o)[[[10;—|llyjr — 0i7|

IN
o
'M& I¥

1

<
Il

/\

<((g5' Vaz?) ZHGJ ~rllyjr = Ojrl,

where the second inequality is by Cauchy-Schwarz and the third inequality follows
from (32). The fact that 2 Z] N0 —rlllyr — 07| = Op(1) follows from similar, but
simpler, steps we have taken to show (33). This implies sup,|H;(Ap_p, A_7)| =
0. Again, following the same arguments we have used to show (35), we can easily
show that sup,|H J(AT T,A r)| is uniformly integrable, from which it follows that
sup.|Hy(Ar 1, A_7)| Ly 0. This concludes the proof for the first term of the right-
hand side of (28) converging to zero in L.

For the second term of the right-hand side of (28), note that

(B(A, %5 -1) yj—1 — 0;7)°

(B(A, % -1)'yj-r — BIA, %, 1) 0; 1 + B(A, S5 r)'0; -7 — 0;7)°
(B(A, %5 1) yj—r — BN X5 0)'0; 1) + (B(A, 25 1) 0; 1 — 0;7)°
+2(B(A, % 1) yj 1 — BN S5 )0 1) (B(A, 3 -1) 05 -7 — 0;1).

Furthermore, I have

E(B(A, S -1)yj-r — B(A, S5 -1)'0;1)°
=var(B(A, % 1)y, -1)
:B(A, Ej,,T)/Zj’,TB(A, Zj,7T>-

1)



Hence, it follows that

S (B S ) v = 0300 = 5 (BT 1 = 04)°]
< |5 ST (B S r) (gyr = 051)) = BN S5 0)'S5 1B, 1))

2|5 S (B Sr) (g = 05-1)) (BN Si2) 051 = )|
%Z"_ ((BA, T (g1 = 05.-1)) = BA, B30Ty 1 BA, 51)|
(B(A 2j-1) (Y1 — 05,-))(B(A, Ej,1)' 05,1 — 0;1)

b
,_.

n
-

+ %ZJ (B(A, Xj-1)' Zj,—TB(A72j,—T)—B(AaEj,—l)'Ej,—lB(A72j,—1))‘
|3 S (B 201 — 30)? = (BIA 50051 — 70)?)]
), + (IID) ; + (IV) , + (V) , + (VI) ;.

L
[
N~—
<
_l’_
—~

I show that each of the six terms converges to zero uniformly over £ in the L'
sense. The proof for the first four terms are extremely similar. Hence, I provide a

proof for only (I);, and a sketch for the other three terms. Note that the terms (V)

and (VI); are nonrandom.

Note that the summand in (I), can be written as
tr(B(A, ) —r) B(A, 55 —1) ((Y).-1 — 0,-1) (i1 — 0j-1)" — Lj 1)),

which has mean zero. Hence, if the expectation of the square of this term is bounded

over j, then (I); L2 0. We have

[tr(B(A, Zj-7) BIA, 5 -7) (-1 — 0-1) (Yj—1 — 0j,-7)" — Zj—1))|
<[tr(B(A, Z)-1) B(A, B 1) (yj—1 — Oj—17) (Yj—1 — Oj-1)")|
+[tr(B(A, E)-7) B(A, ) 1) S 7))
<IBA, 25 - (lyj, -1 — 0571 + tr(Z5, 7)),

where the last inequality follows from von Neumann’s trace inequality and the equiv-

alence between the largest singular value of the outer product of a vector and its
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squared L? norm. It follows that

E tr(B(A, ;1) B(A 25 1) ((yj -1 — 0, —1) (yj -1 — bj,—1) — Zj—1))?
<E|BWAZ;-0)*(yj—r — 0;-71* + tr(Z),-7))?
<E Ki_705 Sllyj-rlI* + 8/16;—7l|* + tr(Zj—1)? + 4([|yj 21> + 05— 1) tr(Z;,-1)),

where the term in the last line is bounded over j. This shows that (I), .

Now, to obtain a uniform convergence result, write
G J(AT 7, A7)

th (A2 —7) BN S5 1) (Y- — 0j,-7)(Y)-1 — Oj—-1)" — E;-1)).

For any two x,Z € RT~!, we have
o2’ — 22| < ||z = Z[|(lz]| + [IZ]]),

where the inequality holds by adding and subtracting xz’, applying the triangle in-
equality, and then Cauchy-Schwarz. This, combined with (29) and (32), gives

IB(A, %, _7)B(A, X, _7) — BAA, S _1)B(A, 35 1)
<205'Kr 1| B(A, X5-7) — B(A, X5 _7)|| (36)
<205' (o5 V o) Kr_7||(Ar 7, A7) — (KT,—T7 JN\—T)H;

which shows that B(A,X; _r)B(A,%; _r) is Lipschitz. This will translate into a
Lipschitz condition on Gy j(Ar_r, A_r). For simplicity, I write

B*(\,%; _r) = B(A, %, _7)B(A, S, 7).
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Observe that

G (Ar—7, A_p) — Gry(Ap_1, A_7)]

J
<|3 Z (B*(A, %5 -r) = B*(A, %5 1)) (yj 1 — 0 -7) (yj 1 — 0 -7)")
j:

J
Z (B*(A. S5 r) ~ B(R. % 0)'S, 1)

K‘ |

o1 (B*(A, S —r) — BX(A, S5 -1)) tr((ys—r — 05—1) Wz — 0j,—1)")

IN
<=
TM&

J
Z BN, ;1) — BA(A, S5 1)) tr(5 1),

K. |

where the second inequality follows from the triangle inequality, von Neumann’s trace
inequality, and the fact that the sum of the eigenvalues of asymmetric matrix equals
its trace. Now, using the fact that the operator norm is bounded by the Frobenius

norm, we obtain

Gr.5(Ar -7, Ap) — Gry(Ap_p, A7)
=205 (05" V 05°)Kr 7 By||(Ar—7, A7) — (KT,fTv ]\JfT)H,

where B; = %25:1 tr((yj—r — 0 —1)(yj—r — 6, 1) + X, _7), which is O,(1) by the
law of large numbers. This establishes that supz|Gr ;(Ar,_7, A_7)| = 0. Again, the
mode of convergence can be strengthened to L' by verifying a uniform integrability
conditions. To this end, note that the summand in the definition of Gy (A7, A_7)

can be bounded by

[tr(B(A, 1) B(A, 55 1) ((yj—1 — 0j,~1) (yj—r — 0j—1)" = Lj—1))|
<K7_ros tr((yj-r — 05-1)(Yj-7 — 0j-1)" + Zj-1)),
which follows by the same steps used when showing the Lipschitz condition. Since
the expectation of the square of the right-hand side is bounded uniformly over j, it

follows that sup; Esupz|Gr s(Ar, 7, A_7)|* < oo. This concludes the proof for (I),

and the exact same steps with “—T replaced with —1” also shows that (III) ; converges
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to zero uniformly over £ in L.
For (II);, note that

(B(A, %5 —1) (yj,—1 — 0,—1))(B(A, B5-1) 0 17 — 0 1)

M-

1
J

1

J

IN
~l =
.Mk‘

0 BN X, _7)BAY; 1) (yj—r — 05-1)

1

<
I

1

J
jz ;BN S5 -r) (yj—r — 0j-7)| -

Note that the summand of the first term on the right-hand side can be written as
tr(B(A, %5 1) B(A, X 1) (yj -1 — 05, -1)0; 1),

which is very similar to the summand of (I),. The same steps used there go through
without any added difficulty. The second term is even simpler, and extremely similar
o (IV); above in the decomposition of the first term on the right-hand side of (28).
The same lines of argument used to establish convergence of such term can be used
here to show the desired convergence result. Note that none of the convergence results
depend on the choice of sequence {((¢},6;7:1)",%;)}32, under Assumption 5.1.
Now, it remains to show that (V), and (VI), converges to zero uniformly over
L, for almost all sequences {((6},0;r11),%;)}52,.
{0005, 80;r41)",55) 152, 1 denote by E; the expectation with respect to the random

Here, it is convenient to treat

sequence {((0},0;r11)',%;)}52,. All almost sure assertions in the remainder of the

proof is with respect to the randomness of {((0},0;711)',%;)}52,. It follows that

(B(A, 5j-1)' S -r BN, ) -r) = B(A, X5 1)'55 1 B(A, X5-1))

<l
.Mk‘

7=1

(B(A, X5 -1)'%5-r BN, X5 1) — BEf B(A, X5 _1)'%5 -1 B(A, 55 1))

(VAN
<l
.M\

1
J
D (B(AS; 1)'S5 aB(A, S 1) =By BA, S, 1)'S5 1 B(A, 55 1))]

j=1

<
Il

+

<l

where in the inequality I use Assumption 5.2 and use the fact that the expectations
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are equal. I show that the first term on the right-hand side converges to 0 almost
surely, uniformly over £. The same result can be shown for the second term using

the exact same argument. Define

Gv J(AT _r, A7)

:—Z B(A, % -1)'5-rB(A, X5 1) = Ef B(A, 5 r)'S5 v B(A, X5 1)) -

Note that since Ef 0;(X;) exists, we have
B(A, Ej,—T) E] TB(A ZJ T) < K TUE Ef O'1<E]) < 0.

Hence, by the strong law of large numbers, we have Gy j(Ar_7,A_r) — 0 almost
surely. For uniformity over £, again I verify a Lipschitz condition for Gv (A1, A_7).

We have
Gy.slAgr, Ar) = Gy (R 7, Ar)

< S (B8 ) - PR )s, )

j=1
1 N
+ > Efltr((B*(A, 1) — B(A, 5 _1))%; 1)
j=1
<205\ (o5t V o) Kr 1Byl (Ar—r, A_r) — (Ap—r, A_7)]|

where the first inequality follows from multiple applications of the triangle inequality,
and the second inequality follows with B; = %ijl(tr(2j7_T) + Etr(X;_r)) from
von Neumann’s trace inequality and (36). Let 3 denote almost sure convergence
with respect to the density f(g/ 9,y a- By the strong law of large numbers, it follows
that B; “3 2E; tr(Ej —¢). Hence, by Lemma 1 of Andrews (1992), I conclude that
supz|Gy s (Ar 7, A_7)] 3 0.
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For (VI)j, the triangle inequality gives

<=
AM%

(BN, —1)'0; -1 — 0;1)* — (B(A, 5),-1) 05,1 — 9j,T+1)2)‘

1

J

IN
~l =
KM“N

(BN, —1)'0;—1 — 0;1)> = Ep(B(A, S5, -1)'0, -7 — 0;7)*) ‘

1

<
Il

+
~l =
.Mk‘

((B(A,%,-1)' 05,1 — 0;741)° — Ep(B(A, 25-1)'0;,-1 — 0, T+1)2)‘ :

1

J

Again, I show that the desired convergence result only for the first term since the

result for the second term will follow from the exact same steps. Define

GVI J(AT =T A—T)

—— Z BN, _7)0; 7 — 0;7)* —Ef(B(A, X _7)'0; 17 — 0;1)?) .

To show Gvyry(Ar,_7, A_7) “3 0, note that

E/(B(A,%)-7)0; -1 — 0;1)
<2E;tr(B*(A, 5 1)0; 10 1) + E; 67,
§2K%,7TQ§2 ZtT:_ll E; 932% + Ey 9]2T < o0,

where the second inequality follows because
tI‘(B2(A, Ejy,T)G THJ T) < O'l(BQ(A, Zj’,T)) tr(ﬁjﬁTG;ﬁT)

due to von Neumann’s trace inequality. Hence, by the strong law of large numbers,

we have GVI,J<AT,—T7 A_T> (Ef 0.
Once again, I verify a Lipschitz condition to show that this convergence is in fact

uniform over £. Note that
(B(A, S -1)'0; -1 — 0;7)* — (B(A, %, —T)'9j —r—0r)?

=tr((B*(A, 3, _7) — B*(A, Yi—1))b;, 1)
—2(B(A, % 1) — B(A, X, _1))'0

7, ngTa
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and thus, by (32) and (36),

(B(A,%5-1)'0; 1 — 6;1)° = (B(A, Ej ,T)’Gj = 0;7r)°]
=|tr((B*(A, S —7) — B*(A, 5, _1))0;, 10 )|

+2[(B(A 2 -r) — B(A, X -1))'0
<203 (05" V 05)) K1 —r|0; 2|2 (Ar—r, A_7) — (Ag_1, A7)

+2(ax' Vas?)e; TQjT||||(AT 1. A_r) = (Ar_r, A7)

=B;|(Ar—1, A_z) — (Ar_7, A_7)]|

Js TQ]T|

Likewise, we have

[Ef(B(A, S -1)'0; -1 — 0;0)" = Eg(B(A, 55 _1)'0;, 1 — 0;1)°]
<205 (05" V 05°) K11 El|0; 7 [1*| (Ar—r, A_r) = (A —1, A7)

+2(ay' Vv ay?)||E; 6, T9jTH I(Az—z, A_r) = (Ar_r, A_7)]|
=Bp,||(A,—, A7) — (Ar—r, A_7)].

Combining the two inequalities, we have
|GVLJ<AT,—T7 Ar) - GVI,J(KT,—T; K—T)|

J
1 ~ ~
< (j ]Zl B; + BEf) | (A7, Aop) — (Ar—r, A_7)||

Hence, it suffices to show that & Z i=1 Bj 2% B for some fixed B. By the strong law

of large numbers, we have

16,7 ]1* = B[l6; 7] < 0o

=

a.s. 1
16;,-10;7]] =5 E||6),—10;2|| < (B E[6; _7|*)? < oo,

>
>

<=

which establishes that Z] , Bj indeed converges almost surely to a finite value,

which concludes the proof.
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Appendix B Unbalanced panels

In practice, it is rarely the case that the empirical researcher has a balanced panel.
This corresponds to the case where for each j, one observes only a subvector of y;.
Note that the full vector, y;, is now in some sense hypothetical, but it is convenient
to consider that one observes a subvector of this full vector. I show that the URE
approach remains valid in the case of unbalanced panels, with minor adjustments.

Let t{ < e < tﬁj denote the time periods ¢ for which observations for j exist,
where 1 < o; <T'. Let O; denote the o; x T" matrix that picks out only the observed
periods, O; = (etjl-, ce etjo-j)’ with e, € RT denoting the ¢th standard basis vector. I
define the subvector or submatrix corresponding to the observed periods of y;, 6;, 35,
pand A as y§ = O;y;, 07 = 0;0;, X9 = O0;%;0, Ay = O;A0) and pg = O;p. Again,
consider the second level model 6; N (u, A).

The aim is to estimate 6° := (07’,...,09’)", and thus a natural class of estimators

I consider is given by the posterior mean
02 (1, A) = El05|ys] = Z9(A7 + 29) " g + AJ(AT + 29) "1y

The loss function is modified so that it takes into account the different number of
observations for each j:
. 141 ~
OO 8),6%) 1= 3 3 10301 8) = G711,

j=1 "7

where I write the summand as €j(§?(u,A),9§?). Note that in the balanced case of
oj =T for all j =1,...,J, this coincides with the loss function we have been using
but scaled by 1/T". The scaling by 1/0; ensures that each (j,¢) component is weighted
equally across all 7 and t.

An unbiased risk estimate of é\;’(p,, %) is given by URE®(p, A) = & Z;.Izl URE](u, A),

where

UREZ(1, A)

1 - o o o\/ o o0\ — o o o\ — o o
=— (60(3) — 2er((AF + B5)7185%) + (7 — ) [(AT + B5) 7252 (AT +39) 75 — w))

J

Theorem B.1 (Uniform convergence of URE’(u, A)). Suppose Assumptions 4.1 and

83



4.2 hold. Then,

sup  [URE?(u, A) — (°(8°(, A), 6°)] 55 0. (37)
(p,N)eM XS;:

As a consequence, under the same assumptions we required for the balanced the

case, the URE estimator obtains the oracle risk in the unbalanced case as well.

Proof. The difference between the risk estimate and the loss function (for j) is
[URE®(p, A) — £°(0°(, A), 6°)]

1 d 1 o/, o0 ol no o
:TJZO Yo'y — 0767 + tr(%9)

J
1 2 o (0] o o, 0 o, 0 o
jzg A A +E) (y]y]/ ejyj/_zj))
7j=1

1

)
ZO_]MO/ AO—FZO) 1Zo(y] 9]0)
7=1

=(I);+ (II);+ (I11);,

which follows from the same steps as in (12) and the triangle inequality. Hence it
suffices to show that each of the three terms converges to zero in L', uniformly over
(, A) € My x SF.

The proof is a minor modification of the proofs for Theorems 4.1 and 4.3, and
thus I only point out the modifications that must be made. The convergence of the

first term can be shown, by noting that

1 (o} (o} o o o 2 (o} o [0} o o 2
E( o (y5"y; — 0505 —i—tr(Zj))) < E(y'ys — 0505 +tx(X9))",

and the right-hand side is bounded uniformly over j for the same reason that this
term without the o superscripts is bounded.

For (I1),, the main step is to show that the derivative of
tr(S5(AS +29) 7 w7y — 0595 — =5))

with respect to A= (UEIT—l-A)_l is bounded uniformly over j. Under such reparametriza-
tion, we have A = O AO . Define A" szO;. From similar calculations in
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the proof of Theorem 4.1 and the chain rule for matrix derivatives, I obtain

0 o o 0\ — o ol o, ol o
o AT+ E) 7 (v — 6y — )

=O[ AT (A = oL, + 59) IR0 (ysy — 4205 — XA — oy I, + X2) TTACTO;.

Observe that the norm of the last expression is the same with the norm of the same
expression with the O} term at the beginning and the O; at the end removed. Hence,
the norm of this term can be bounded using the exact same arguments given in the
paragraph containing (17).

To show the convergence of (I11);, observe that

J
1 2 / o o\ — o o o
7 ) —O(AT+Z) 78 (] - 67)

j=1"7

)

~l =

J
2 0] o o\ — (0] o [0}
Z O_j:uj/<Aj + Ej) 123'(%‘ - 9]') < Il
j=1

by Cauchy-Schwarz. Taking the expectation of the supremum of the right-hand side
over (u,\) € M; x 8, and then applying the Cauchy-Scwharz inequality again, it

follows that it is sufficient to show

sup E sup ||p||* < oo and
J HEM 5
2

1 J 2 — o(,,0 o
=) ZOHA )Ty — 609)| 0.

E sup 72210,

AeST

The first line has already been established in the proof of Theorem 4.2. The second
line can be shown by a similar derivative calculation to that used in establishing the
convergence of (I1); and, again, the same lines of argument used in the proof of
Theorem 4.2. O

Appendix C Weighted MSE

Here, I consider the case where the loss function is weighted in the sense

-~

R(6,0) = L Eq(6 — )W (6 - 0),
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where W is a positive semidefinite 7" x T" matrix. While I assume that the weight
is the same for each j, all results in this section go though if one allows a different
weight W; for each j as long as sup; o1 (W;) < 0.

The corresponding risk estimate is given as

UREY (i, A)
=tr(WY;) — 2tr((A + ;)7 '5,Wsy)
+ (g5 — ) [(A +35) 78 WS (A + 35) 7 (y; — ).

It is straightforward to see that analogous versions of Theorems 4.1, 4.2, and 4.3 go
through for any positive semidefinite weight matrix W, which implies that minimizing
the risk estimate obtains the oracle under weighted losses as well. To see this, note

that the difference between the risk estimate and the loss is given as

URE}" (1, A) — (0;(11, A) — 0,)' W (0 (11, A) — 05)
=tr(W3;) — 2tr((A + X;) 'S, W)
+ (g5 — 1) [(A + %) 78 WS (A + 35) 7 (y; — )
—(y — 0 = S (A +3) " (yy — ) Wiy — 0 — S5(A+55) " (y; — 1)
= tr(W;) — 2tr((A + 35) ' S,WE5) — (y; — 0;) W (y; — 0;)
+2(y; — ) (A +55) 718 W (y; — 6)
=y;Wy; — 05W0; — tr(W)) — 2te(WAA + X5) (g9 — y;0; — %5))
=20/ (A +35) 78 W (y; — 6;)

Since W does not vary with 7, the exact same proofs given for the theorems under W =
I all go through without any additional assumptions. Since the proof is essentially
just a repetition of the provided proofs with additional o1(W) terms appearing in
numerous places, I omit the proof for the weighted case.

To see why considering weighted loss functions can be interesting, let ) denote any
R x T matrix, and suppose that the interest is in estimating the linear combinations
{er}jzl rather than the original vector of the true means. Under the second level

model of 6; N (i, A), the posterior mean of the parameter of interest is given as
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Q/@\j(u, A) and the resulting loss is

(Q0; (1. A) — Q0,)(Q0; (1, A) — Q6;)

e
M“

1

<.
Il

)

(1, N) = 6, Q'Q(0; (1, A) — 65),

K.l*—‘
.MK

(

<
Il
-

which is the original loss function with weight matrix W = Q'Q). Hence, the weighted

loss function arises naturally whenever a linear function of the parameter is of interest.

Weighted loss in the unbalanced case. Suppose the empirical researcher is
interested in a linear combination of the true mean vector under the unbalanced case.
In such a scenario, the weights should be adjusted so that it reflects the missing cells.
To see this, consider the case where @ = 11/, so that the interest is in the time
average of the mean for each unit j. Consider the extreme case where there is only
one observation available, at period 1, for j. Then, if one does not wish to distinguish
between different teachers, it seems reasonable that the parameter of interest in this
case should be 6;; rather than %Qﬂ. However, if the researcher mechanically takes
QO;, then she will end up with this latter term. When @ is a row vector with only
nonnegative entries, a natural way to resolve this is to rescale QQO; so that the sum of
its entries is equal to the sum of the entries of () by defining Q = I,S%O;QO; Note
that % =T/o; when ) = %I’T, which gives the desired weighting.

In the general case where () is a R x T matrix with positive entries, the same
can be achieved by scaling QO so that the sum of all the entries are equal the sum
of entries of ). Accordingly, define the scaled version as Qf = 17 5602/1{ QO and
the corresponding weight matrix Wy = Q;?’ (7. In this case, the risk estlmate to be
minimized is given as URE*" (1, A) = %Z‘f:l URE?’W(,LL, A), where

o,W o oyo o oy—1yo oo
URE; (1, A) .—tr(I/VjEj)—2tr((Aj+Zj) ZjoZj)

(= LA + S5 IS WA 4+ 59) (0 — ).

Again, this risk estimate can be shown to converge uniformly to the corresponding
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loss

J
> (05, A) — 0 W05 (1, A) — 629).
j=1

<=

Appendix D Details for the empirical exercise

D.1 Estimation of 3 and ¢

The coefficient vector on the observables, [, is estimated by OLS on the following

demeaned version of the regression formula,
~ N/ ~
Yijt = Xz‘jt/B + Eijts

so that § = (ZJ 1 Zt L ijt Ut) (ZJ 1 Zt i Xz]tyl]t) The coefficient
estimates are reported in Table 1. The variance of the idiosyncratic term o is esti-

mated by dividing the sum of squared residuals by the appropriate degrees of freedom,

~ 1
S SRS A

D.2 Definition of the estimators for fixed effects

The least squares estimator for the time-varying fixed effect o is given as

n7t

a]t - Z (ym 7?th> )

and for the time-invariant case, ;o = % ZtT:l njQy with n; = Zthl Njt.

The EBMLE for the time invariant case (i.e. the “conventional estimator”) is
defined as Q%BMLE _ a/nji/X?WLE ~EBMLE a/néiBXI\;i\dLE ajo, where (ﬁEBMLE’XEBMLE)
is obtained by maximizing the likelihood of &y given by a@jo " N ( —j + )\>.

To describe the estimators for the time variant case, write Zj = diag(c/nj1,...,0/nr).
The EBMLE and URE estimators for «; in this case is given by

~

(A +3,)7 i+ AN+ 35) G,
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Table 1: Parameter estimates for the baseline value-added model (10).

Dependent variable:

ELA score Math score
Score from previous year 0.629*** 0.707***
(0.002) (0.002)
Male —0.069*** 0.022***
(0.003) (0.002)
Black —0.090*** —0.112%*
(0.006) (0.005)
Hispanic —0.060"** —0.065"**
(0.005) (0.004)
Asian 0.071** 0.122***
(0.005) (0.004)
Multi-Racial 0.016 0.009
(0.014) (0.012)
Native American —0.023 —0.018
(0.015) (0.013)
ELL —0.180*** —0.1171**
(0.006) (0.004)
SWD —0.263*** —0.207*
(0.005) (0.004)
FL —0.046*** —0.042**
(0.003) (0.003)
Observations 174,239 195,792

Note: *p<0.1; *p<0.05; **p<0.01
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where (1, ]\\) is chosen by maximizing the likelihood implied by &; Y (e, A+ %)
for EBMLE, and by minimizing URE(x, A) for the URE estimator with &; playing
the role of y; in the definition of URE(y, A).

Appendix E  Semiparametric shrinkage

Here, I illustrate how the semiparametric shrinkage idea by Xie et al. (2012) can be
extended to this setting. I consider the simple shrinkage estimator that shrinks to the
origin. For the univariate model where T" = 1, the shrinkage estimator that shrinks

to the origin can be written as

Hence, the estimator is obtained by multiplying a shrinkage factor to the observation.
This shinkage factor lies in [0, 1] and shrinks the decreases in ;. Motivated by such

observation, Xie et al. (2012) consider a class of semiparametric shrinkage estimators,
0°(0,A) = b(Z)y;,

where b(-) is a weakly decreasing function taking values in [0, 1].
To extend this idea to the multivariate setting, recall that the shrinkage matrix is

given as

AA+T) P =As(IT+A25A2) A2,

Replacing the middle term (I +A~2%;A"2)"! by B(A"2,A"2) where B : S} — S;
is decreasing (with respect to the partial ordering <) and oy(B(-)) < 1 is a direct
extension of the univariate case.

However, here I assume an additional Lipschitz condition, with known finite Lip-
schitz constant, on the function B(:) because 1) the partial ordering may end up
imposing no restriction at all resulting in severe overfitting and 2) to invoke a uni-
form convergence result, it is convenient to have a totally bounded parameter space,
which can be obtained by giving a bound on the Lipschitz constant of B(:). Under
this bound and Assumption 4.1, the URE method (and the corresponding optimal-
ity) can be extended to this wider class of estimators in a straightforward manner.

Note that the part of the shrinkage matrix we are relaxing, (I + A_%EjA_%) s
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Lipschitz as well, so the parametric estimator considered in the main text is indeed
nested in this semiparametric class. However, computation is extremely difficult; the
optimization problem that must be solved is with respect to a T'(T'+ 1) /2 matrix and
a function of T'(T"+ 1)/2 variables.
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